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ABSTRACT
Multimodal foundation models offer a promising framework for robotic perception and planning by processing
sensory inputs to generate actionable plans. However, addressing uncertainty in both perception (sensory
interpretation) and decision-making (plan generation) remains a critical challenge for ensuring task reliability. We
present a comprehensive framework to disentangle, quantify, and mitigate these two forms of uncertainty. We first
introduce a framework for uncertainty disentanglement, isolating perception uncertainty arising from limitations
in visual understanding and decision uncertainty relating to the robustness of generated plans.

To quantify each type of uncertainty, we propose methods tailored to the unique properties of perception and
decision-making: we use conformal prediction to calibrate perception uncertainty and introduce Formal-Methods-
Driven Prediction (FMDP) to quantify decision uncertainty, leveraging formal verification techniques for theoreti-
cal guarantees. Building on this quantification, we implement two targeted intervention mechanisms: an active
sensing process that dynamically re-observes high-uncertainty scenes to enhance visual input quality and an auto-
mated refinement procedure that fine-tunes the model on high-certainty data, improving its capability to meet task
specifications. Empirical validation in real-world and simulated robotic tasks demonstrates that our uncertainty
disentanglement framework reduces variability by up to 40% and enhances task success rates by 5% compared
to baselines. These improvements are attributed to the combined effect of both interventions and highlight the
importance of uncertainty disentanglement which facilitates targeted interventions that enhance the robustness and
reliability of autonomous systems. Webpage, videos, demo, and code: https://uncertainty-in-planning.github.io.

1 INTRODUCTION

Accurate perception and the generation of actionable plans
are essential for effective robotic perception and planning
(Song et al., 2023; Shah et al., 2022; Yang et al., 2023; 2022;
Ichter et al., 2022; Bhatt et al., 2023; Wang et al., 2024). Re-
cent advancements in multimodal foundation models have
equipped robots with the ability to process visual data and
generate corresponding textual plans (Wu et al., 2023; Gu
et al., 2023; Mu et al., 2023). While multimodal models pro-
vide integrated perception and planning capabilities, these
two components — perception and decision-making — each
contribute distinct forms of uncertainty that affect overall
performance. Without disentangling these sources, any ob-
served failures or inconsistencies in model outputs remain
difficult to diagnose, as it is unclear whether they stem from
inaccuracies in visual perception or limitations in planning.

Disentangling uncertainty allows for targeted improvements:

*Equal contribution 1The University of Texas at Austin, United
States. Correspondence to: Neel P. Bhatt <npbhatt@utexas.edu>,
Yunhao Yang <yunhaoyang234@utexas.edu>.

Proceedings of the 8 th MLSys Conference, Santa Clara, CA, USA,
2025. Copyright 2025 by the author(s).

enhancing perception uncertainty focuses on refining sen-
sory interpretation and visual recognition, whereas address-
ing decision uncertainty improves the robustness and align-
ment of generated plans to task specifications. By separately
identifying and mitigating these uncertainties, we may en-
able targeted interventions that enhance model reliability
and adaptability in dynamic, real-world environments.

This paper aims to bridge this largely unaddressed gap (Ye
et al., 2023; Vazhentsev et al., 2022; Ren et al., 2023) by
introducing a novel framework to distinguish and quantify
the uncertainty associated with each constituting module,
thereby enabling targeted model refinement and improved
execution reliability. Specifically:

• Perception uncertainty arises from the model’s limita-
tions in visually understanding and reliably interpret-
ing sensory data, such as recognizing and localizing
objects. For instance, in a cluttered room, high percep-
tion uncertainty can manifest in the robot’s inability to
accurately detect and localize obstacles in its path.

• Decision uncertainty pertains to the model’s planning
capabilities, specifically its capacity to generate a se-
quence of actions that aligns with the task requirements.

https://uncertainty-in-planning.github.io/
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Using the same navigation example, decision uncer-
tainty would reflect the model’s ability to formulate a
plan that avoids all obstacles and successfully reaches
the target destination. Importantly, decision uncertainty
can persist even when visual perception is perfect, high-
lighting the need for separate evaluation and mitigation
of each uncertainty source.

Contributions. This paper advances multimodal foundation
models in robotic planning through three key contributions:

• Uncertainty Disentanglement Framework: We intro-
duce a novel framework to disentangle perception un-
certainty and decision uncertainty within multimodal
foundation models, addressing the unique challenges
each type of uncertainty presents in robotic planning.
This disentanglement allows us to identify and treat
these uncertainties separately, enabling targeted im-
provements in model robustness.

• Novel Quantification of Each Uncertainty: To esti-
mate these uncertainties, we propose novel methods
tailored to each type. For perception uncertainty, we
leverage conformal prediction to calibrate the model’s
visual confidence, providing a probabilistic measure
of the model’s accuracy in object recognition. For
decision uncertainty, we introduce Formal-Methods-
Driven Prediction (FMDP), which uses formal verifi-
cation techniques alongside conformal prediction to
assess the likelihood that generated plans will satisfy
task-specific requirements, offering a robust means to
validate planning outputs.

• Targeted Interventions via Active Sensing and Auto-
mated Refinement: Building on this uncertainty quan-
tification, we implement a two-part improvement strat-
egy. First, our active sensing mechanism dynamically
initiates re-observation of high-uncertainty scenes, en-
hancing visual input quality and reducing the propa-
gation of perceptual errors. Second, we introduce an
uncertainty-aware fine-tuning procedure that refines
the model on low-uncertainty samples, improving its
consistency in meeting task specifications while elimi-
nating the need for human annotations.

We empirically validate the proposed frameworks through
experiments in ground robot navigation, both in real-world
environments and using Carla simulations (Dosovitskiy
et al., 2017). Unlike conventional refinement frameworks,
which lack the precision to identify and address specific
uncertainty sources, our disentangled approach achieves a
significant reduction in variability of model outputs — up
to 40% — and enhances the probability of satisfying task
specifications by up to 5%. These enhancements are a di-
rect result of the synergistic combination of our targeted

interventions and highlight the importance of distinguish-
ing between sources of uncertainty in autonomous systems,
ultimately improving their reliability and adaptability.

1.1 Related Work

Multimodal foundation models, such as GPT-4 (Achiam
et al., 2023) and LLaVA (Liu et al., 2023b;a), have advanced
robotic systems by jointly processing text and images to gen-
erate actionable plans. Existing uncertainty quantification
methods (Ye et al., 2023; Vazhentsev et al., 2022; Shen
et al., 2021; Ren et al., 2023; Hori et al., 2023) treat these
models as monolithic, providing an aggregate measure of
uncertainty without distinguishing between perception and
decision components. This results in a “black box” eval-
uation, where any assessment of task failure or risk lacks
insight into whether uncertainty originates from perception
limitations or decision-making flaws.

Such aggregate uncertainty scores complicate model refine-
ment since they obscure the root cause of performance is-
sues, hindering targeted improvements (Rudner et al., 2024;
Yu et al., 2022; Jang et al., 2024). For instance, while log-
likelihood-based uncertainty estimation methods (Srivastava
et al., 2022; Hendrycks et al., 2020) use conformal predic-
tion techniques (Vovk et al., 2005; Angelopoulos et al., 2023;
Balasubramanian et al., 2014) to calibrate confidence in plan
correctness, they often rely on human-labeled ground truth
for accuracy. This dependence can limit scalability and
adaptability in dynamic environments.

Our framework addresses these limitations by disentangling
uncertainty into perception and decision components, en-
abling targeted interventions to reduce each type of un-
certainty independently. The proposed FMDP estimates
decision uncertainty without requiring extensive human la-
beling. This disentanglement and targeted quantification sig-
nificantly enhance model robustness and scalability through
targeted uncertainty mitigation.

2 PRELIMINARY BACKGROUND

Formal Methods in Decision-Making Formal meth-
ods provide tools for modeling, analyzing, and verifying
decision-making problems represented mathematically. By
representing model outputs in a symbolic representation
such as a Kripke structure, A, these methods provide formal
verification of the model’s output against task specifications
(Browne et al., 1988).

We use temporal logic to express the task specifications. A
temporal logic specification, ϕ, constrains the temporal or-
dering and logical relationship between sequences of events
and actions. Subsequently, we perform model checking,
a process to determine whether the Kripke structure satis-
fies the specification, denoted as A |= ϕ, which provides a
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Notation Meaning First Def.

M foundation model Sec. 3
T , I text, image space Sec. 3
I or Ii a single image Sec. 3
T or Ti generated text instruction Sec. 3

V vision encoder Sec. 3.1
H projection head Sec. 3.1
c softmax confidence score Sec. 3.1

y or yi image object label Sec. 3.1
up percep. uncertainty score Def. 1
tp percep. threshold Sec. 5.1

PT or PTi
textual task description Sec. 4

Y or Yi a set of observed objects Sec. 4.1
ud decision uncertainty score Def. 2
td decision threshold Sec. 4.2

Table 1: A summary of important notations.

formal guarantee associated with this verification.

Conformal Prediction Through the theory of conformal
prediction, we can estimate the uncertainty of model predic-
tions and obtain statistical guarantees on the correctness of
these predictions (Vovk et al., 2005).

Formally, consider a space of (data, truth label) pairs X ×Y .
We have a calibration set SC = {(x1, y1), ..., (xn, yn)}
with n elements from the space X × Y . These pairs are
independent and identically distributed (i.i.d.). The goal is
to find a prediction band Ĉ : X → {subsets of Y}. For
example, Ĉ(xi) = {y1, ..., yi} ⊂ Y .

Given a new test pair (xn+1, yn+1) sampled from X × Y ,
we first make the following assumption:

Assumption 1. (xn+1, yn+1) is sampled from a distribu-
tion that is identically distributed with the distribution from
which we sampled SC = {(x1, y1), ..., (xn, yn)}.

Let ϵ ∈ [0, 1] be a score reflecting uncertainty. If assumption
1 holds, we expect the prediction band to meet the property

P
[
yn+1 ∈ Ĉ(xn+1)

]
≥ 1− ϵ. (1)

The objective is to find Ĉ such that the probability of the
ground truth label yn+1 belonging to the set Ĉ(xn+1) is
bounded by 1− ϵ. For instance, if Ĉ(xn+1) consists of two
elements, then the probability of at least one of the elements
matching the ground truth label is 1− ϵ.

Table of Notations For convenience, we present all nota-
tions used in the rest of the paper in Table 1.

3 PERCEPTION UNCERTAINTY

A multimodal foundation model, M : I × T → T × [0, 1],
takes an image observation I in the image space I, and
a task description PT in the text space T as inputs. It
then produces a textual instruction T ∈ T for the given
task and a softmax confidence c ∈ [0, 1]. M consists of
a vision encoder V : I → Rd that maps input images
from the image space to a d-dimensional embedding space.
The vision encoder outputs a d-dimensional vector which
is sent as an input to a text generator for producing textual
instructions. We define perception uncertainty in the vision
encoder’s output as below:

Definition 1. Let I be an image containing multiple objects,
a perception uncertainty score up for I is a theoretical lower
bound on the probability of correctly identifying all objects
in the image. A lower score implies higher uncertainty.

Problem 1. Given a foundation model M , a task description
PT ∈ T with an image I ∈ I, estimate the perception
uncertainty score up for I .

3.1 Conformal Confidence-Uncertainty Calibration

As ad-hoc confidence scores returned by machine learning
models, such as softmax, do not accurately reflect predic-
tion accuracies (Guo et al., 2017), it is essential to calibrate
confidence scores to prediction accuracies for uncertainty
estimation. However, we ask for a theoretical lower bound
on the accuracy according to Def. 1, which existing calibra-
tion methods cannot provide (Guo et al., 2017; Ding et al.,
2021). Conformal prediction provides confidence intervals
or sets for predictions guaranteeing a specified error rate
(Vovk et al., 2005). We leverage the theory of conformal
prediction for confidence-uncertainty calibration.

We first learn a projection head H : Rd → Rk that maps
image embeddings to a k-dimensional space where vector
v ∈ Rk represents the softmax confidence scores over k
object classes. We denote the confidence score for class
l ∈ [0, k] by vl. The class associated with the highest
confidence score is the model’s prediction.

Consider a calibration set {Ii, yi}ni=1, where Ii ∈ I and
yi ∈ [0, k] is the true class label for the object of interest in
Ii, and assume the calibration set is i.i.d. with the images
we from evaluation tasks. We connect the vision encoder
to the projection head H ◦ V : I → Rk and obtain a
set of nonconformity scores Snc = {1 −H(V (Ii))yi

}ni=1.
Intuitively, a nonconformity score is the sum of the softmax
confidences of wrong predictions.

We empirically estimate a probability density function
(PDF) fnc from the nonconformity scores. For an image
In+1 from the test task (beyond the calibration set), given an
error bound ϵ, we can find corresponding confidence c∗ such
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Figure 1: Our planning framework disentangles perception and decision uncertainty, triggering the active sensing intervention.
The framework improves the robustness of generated plans by reducing the propagation of perceptual inaccuracies.

that Ĉ(In+1) = {l : H(V (In+1))l > 1 − c∗} satisfies
P
[
yn+1 ∈ Ĉ(In+1)

]
≥ 1− ϵ (Vovk et al., 2005).

Conversely, given a c∗, we can compute the corresponding
error bound ϵ = 1 −

∫ c∗

0
fnc(x)dx. Given a confidence

vector v ∈ Rk of image In+1, let c∗ = 1 − sort(v)−2,
where sort(v)−2 is the second-greatest value in v. The
prediction band becomes

Ĉ(In+1) = {l : H(V (In+1))l > 1− c∗}
= {l : H(V (In+1))l > sort(v)−2}
= {argmax(H(V (In+1)))}.

(2)

The prediction band contains a single element, which is the
prediction with the maximum confidence. Let yn+1 ∈ [0, k]
be the ground truth object label. By the theory of conformal
prediction, there exists an ϵ ∈ [0, 1] such that

P
[
yn+1 ∈ Ĉ(In+1)

]
=

P [yn+1 = argmax(H(V (In+1))] ≥ 1− ϵ,
(3)

where 1− ϵ is the perception uncertainty score per Def. 1.

We know that c∗ is the 1− ϵ quantile of Snc. Thus, 1− ϵ =∫ c∗

0
fnc(x)dx. Then,

P [yn+1 = argmax(H(V (In+1))] ≥ 1−ϵ =

∫ c∗

0

fnc(x)dx.

(4)
Hence, we can calibrate a confidence vector v into a percep-
tion uncertainty score

up =

∫ c∗

0

fnc(x)dx, where c∗ = 1− sort(v)−2. (5)

4 DECISION UNCERTAINTY

Existing frameworks depend on human-annotated datasets
to assess how well a generated plan aligns with human anno-
tations, limiting their scalability (Malinin et al., 2017; Jiang

et al., 2021). These approaches are limited in their ability to
adapt to specific task requirements, resulting in less effective
uncertainty estimates when applied to diverse or specialized
scenarios (Ren et al., 2023). We use formal verification
techniques alongside conformal prediction to eliminate the
need for human annotations and improve adaptability to
various task domains.

Recall that a foundation model M : I × T → T × [0, 1]
returns a text-based instruction to complete a task and a
confidence score between 0 and 1. For example,

1 <Image> <Task description>
2 <Instruction>
3 Does the instruction satisfy the rules?
4 <Specifications>
5 Y/N

The inputs to M are in blue and the outputs are in red. The
confidence refers to the softmax score of token ‘Y’ (Yes).

Given a set Φ of temporal logic specifications, we expect
the text-based instructions generated by M to satisfy all
specifications. However, due to the black-box nature of M ,
we cannot provide a guarantee. Thus, we aim to estimate a
decision uncertainty score for each generated instruction.

Definition 2. Let Φ be a set of temporal logic specifications
and T be a text-based instruction. A decision uncertainty
score ud for T is a numeric value estimating the probability
that T satisfies all specifications ϕ ∈ Φ.

We formulate our problem as:

Problem 2. Given a foundation model M , a set Φ of speci-
fications, a task description PT ∈ T , and an image I ∈ I,
estimate the decision uncertainty score ud for instruction T ,
where T, c = M(PT , I).

4.1 Formal-Methods-Driven Prediction

We present formal-methods-driven prediction (FMDP),
which uses formal verification techniques alongside confor-
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mal prediction, to solve Problem 2. For each task description
PT and input image I , FMDP aims to find a prediction band
Ĉ(M,PT , I) ⊆ {T | T, c = M(PT , I)} such that

P
[
T ∈ Ĉ(M,PT , I) : ∀ϕ∈Φ pEnc(T,AP, Y ) |= ϕ

]
≥ 1− ϵ

(6)

for a given error tolerance ϵ ∈ [0, 1]. Y is the set of objects
from I , pEnc is an algorithm converting text to automaton,
defined in Alg. 1. AP is the set of atomic propositions that
are used to formulate every ϕ ∈ Φ. Eq. 6 implies that the
probability that “at least one of the instructions obtained
using the prediction band Ĉ satisfies the constraints defined
by Φ” is at least 1− ϵ.

Text-Based Instruction to Automaton Problem 2 re-
quires verifying the textual outputs from M against the
specifications. As we cannot directly verify texts against a
logical specification, we develop an algorithm that expresses
text-based instruction in a formal representation. The al-
gorithm takes a textual instruction T , a set AP of atomic
propositions, and a set Y of objects observed from them as
inputs. It returns a Kripke structure (Browne et al., 1988) to
represent the instruction. We show the details in Alg. 1.

Definition 3. A Kripke structure A = (Q,Q0, δ, λ) is a
tuple consisting of a set Q of states, a set Q0 of initial states,
transitions δ ⊆ Q×Q, and a label function λ : Q → 2AP .

In particular, the algorithm first parses the textual instruction
into a set of verb and noun phrases using semantic parsing
(Kamath & Das, 2018). Next, we create an initial state q0
whose label is the intersection of the set of atomic propo-
sitions and the set of observed objects. Then, we create a
set of states, where each state corresponds to a phrase, and
connect them linearly. Finally, we create a “final” state indi-
cating the completion of the task. We present a step-by-step
running example in Appendix B.

Then, we verify this structure against the specification
through a model checker (Baier & Katoen, 2008). The
model checker takes a logical specification and a Kripke
structure as inputs and returns a binary signal indicating
whether this structure satisfies the specification. We con-
sider the textual instruction to satisfy the specification if
and only if its corresponding Kripke structure passes the
model-checking step.

Calibration Set and Nonconformity Distribution Once
we enable the verification of the generated instructions, we
can use the verification outcomes to formulate a calibration
set for estimating a nonconformity distribution.

Given a set {Ij , Yj}nj=1 of images with observed objects,
e.g., the objects for the second image in Fig. 4 are {truck,
car}, we supply each image Ij with a task description PTj ∈

Algorithm 1: Natural Language to Kripke Structures

input textual instruction T , atomic proposition set AP ,
set Y of observed objects
output (Q, q0, δ, λ)
Ph = {Ph1, Ph2, ...} = parse(T )
Q, δ = [q0], [] {Define a set of states and transitions. q0
denotes initial states}
λ(q0) = Y ∩AP {The initial state’s label is the
observed objects from the image}
for Phi in Ph
Q.append(qi), δ.append((qi−1, qi)),
λ(qi) = {p ∈ AP : p ∈ Phi}

end for
Q.append(qdone), δ.append((q|Ph|, qdone)),
δ.append(qdone, qdone)), λ(qdone) = ∅

T to M and obtain an instruction Tj and a confidence score
cj : Tj , cj = M(PTj

, Ij). By repeating this step for all
images, we obtain our calibration set {(Tj , cj , Yj)}nj=1.

We then obtain a set Snc of nonconformity scores

Snc = {1− cj : ∃ϕ∈Φ pEnc(Tj , AP, Yj) |= ϕ}nj=1 .
(7)

We use Snc to estimate a PDF fnc for the nonconformity
distribution.

After we get the set of nonconformity distributions, for a
given error bound ϵ ∈ [0, 1], we can find a prediction band
Ĉ(M,PT , I) = {T | T, c = M(PT , I) and c ≥ 1 − c∗}
that satisfies Eq. 6, where c∗ is the 1− ϵ quantile of Snc.

4.2 Estimating Decision Uncertainty Score

In this section, we use FMDP to estimate a decision uncer-
tainty score for each output from the foundation model, i.e.,
solve Problem 2.

Given a new image In+1 and a task description PTn+1 , the
foundation model outputs an instruction Tn+1 and a con-
fidence cn+1. We disregard the instructions whose confi-
dence in satisfying the specifications is below 0.5. Then,
we compute the decision uncertainty score ud using the
nonconformity distribution fnc:

ud =

∫ cn+1

0

fnc(x)dx. (8)

Proof. Consider a prediction band Ĉ(M,PT , I) ⊆
{T | T, c = M(PT , I) and c ≥ 1− c∗} that satisfies Eq. 6.
For each ϵ, there is a corresponding value of c∗. Let c∗ = c,
Ĉ(M,PT , I) will contain only one element, which is the
instruction T . By the theory of conformal prediction, there
exists an ϵ such that
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Figure 2: Our automated refinement framework generates high-certainty training data and fine-tunes the foundation model
to improve its ability to generate plans that comply with task requirements.

P [T : ∀ϕ∈Φ pEnc(T,AP, Y ) |= ϕ] ≥ 1− ϵ.

The left-hand side is our decision uncertainty score ud ac-
cording to Def. 2. Therefore, if we find the value of ϵ, we
can get the lower bound ud. In conformal prediction, c∗ is
the 1− ϵ quantile of Snc. Inversely, ϵ = 1−

∫ c∗

0
fnc(x)dx.

Hence, ud is bounded by 1− ϵ =
∫ c∗

0
fnc(x)dx. Conserva-

tively, we consider ud =
∫ c∗
0

fnc(x)dx.

Justification on Separating Decision Uncertainty For-
mal verification can be computationally expensive and time-
consuming when the number of atomic propositions grows.
The complexity increases linearly with the number of states
in the constructed Kripke structure and exponentially with
the number of atomic propositions contained in the specifica-
tions (Baier & Katoen, 2008). Therefore, we do not directly
verify the Kripke structures during planning. Instead, we
obtain the calibration set and the nonconformity distribution
offline, then estimate the decision uncertainty online. Such
estimation (via Eq. 8) is O(1), which significantly reduces
the complexity and turnaround time for planning.

In the planning stage, we estimate a decision uncertainty
score ud and compare it against a predefined decision thresh-
old td. We only execute the plan if ud ≥ td. Hence, we can
guarantee the probability of safe plan execution in the target
environment. We demonstrate the procedure in Fig. 1.

5 FROM UNCERTAINTY
DISENTANGLEMENT TO INTERVENTION

Building on the uncertainty disentanglement, we next
present two key interventions, Active Sensing and Auto-
mated Refinement, designed to reduce these uncertainties
during model deployment. The active sensing mecha-
nism leverages perception uncertainty scores to dynami-

cally guide re-observations, ensuring propagation of high-
confidence visual inputs for subsequent plan generation.
Meanwhile, automated refinement systematically fine-tunes
the model based on both perception and decision uncertainty,
using high-certainty data to enhance the model’s ability to
generate task-compliant instructions.

Together, these approaches create an iterative cycle, where
active sensing feeds high-quality data into the planning
module, and automated refinement iteratively improves the
model’s overall reliability, ultimately leading to a robust
planning pipeline that effectively minimizes uncertainty
from the perception to the decision-making stage.

5.1 Active Sensing with Perception Uncertainty

We incorporate perception uncertainty scores into an active
sensing process, using these scores as indicators to initiate
re-observation when necessary. This approach allows as-
sessment of whether the observed image meets a predefined
certainty threshold, enhancing the reliability of perception
outcomes and the subsequent text generation step.

Figure 1 illustrates the active sensing process. Given an
image I and a text description PT , the vision encoder V
first extracts image embeddings. Following the steps in
Section 3.1, we obtain a perception uncertainty score up. If
up exceeds a specified perception threshold tp ∈ [0, 1], we
proceed to text generation. Otherwise, the robot is instructed
to re-observe the scene by collecting a new image through
camera rotation, switching to an alternate camera view, or
by recapturing another image after a short delay until the
perception uncertainty score rises above tp. This iterative
process continues until the perception uncertainty score
surpasses the threshold. This active sensing mechanism
ensures that only images with low perception uncertainty are
fed into the text generator, reducing the risk of generating
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Algorithm 2: Procedure for Automated Refinement

input task bank BT , image set SI , foundation model M ,
atomic propositions set AP , specification set Φ, sample
size NS , perception threshold tp
output foundation model M
data = [] {Initialize an empty fine-tuning data set}
while True
I ∼ SI , PT ∼ BT {Sample I and PT }
Obtain perception uncertainty score up for I
if up < tp

continue {Skip high-uncertainty images}
T, c = M(PT , I) {Query foundation model}
Extract set of objects Y from I
A = pEnc(T,AP, Y )
if ∀ϕ∈Φ pEnc(T,AP, Y ) |= ϕ

data.add((I, PT , T ))
if size(data) ≥ NS

break
Fine-tune M with the collected data

plans that fail due to perceptual inaccuracies.

5.2 Automated Refinement Using Both Uncertainties

However, even with precise visual inputs, foundation models
may still produce instructions that fail to meet task speci-
fications due to a lack of domain knowledge. To address
this, we introduce an automated refinement process aimed at
minimizing the likelihood of generating such specification-
violating instructions.

Consider an image set containing task environment images
and a task bank of text-based task descriptions. This data
can be collected from high-fidelity simulations or real task
executions. The proposed automated refinement procedure
is outlined in Algorithm 2. In this process, we filter out
images with high perception uncertainty, use the foundation
model to generate instructions for each image-task descrip-
tion pair, verify the instructions against task specifications,
and add only the valid instructions to the fine-tuning dataset.

The model is then fine-tuned in a supervised manner, where
each image-task description pair serves as input, and the
instruction is the expected output. If supervised fine-tuning
is unavailable, we can generate positive and negative instruc-
tion pairs and apply direct preference optimization (DPO)
(Rafailov et al., 2024). Positive instructions are those whose
automaton representations satisfy all specifications. Figure
2 visually demonstrates this fine-tuning framework. This ap-
proach eliminates the need for human annotations or labels,
allowing the model to be refined with virtually unlimited
data samples until it reaches the desired performance.

Note: The refinement process occurs before grounding the
planning pipeline in the task environment. Thus, we apply

the FMDP described in Section 4.1 to obtain a nonconfor-
mity distribution after refinement, which is then used to
estimate decision uncertainty scores during planning.

6 EXPERIMENTS

We perform simulated and real-world autonomous driv-
ing experiments to demonstrate (1) how we disentangle
and quantify perception and decision uncertainty in driving
tasks; (2) how the proposed active sensing mechanism en-
hances visual input quality and reduces perceptual errors;
and (3) how the proposed uncertainty-aware automated fine-
tuning framework refines the model to improve its capa-
bility to meet task specifications. In our experiments, we
use LLaVA-1.5-7B (Liu et al., 2023a) for perception and
plan generation; it consists of a CLIP-L-336px vision en-
coder (Radford et al., 2021) and a Vicuna-7B-v1.5 language
generator (Zheng et al., 2023).

0 0.2 0.4 0.6 0.8 1
0

0.02

0.04

0.06

0.08

0.1

Pr
op

or
tio

n

Nonconformity Scores (Perception)

0 0.2 0.4 0.6 0.8 1
0

0.02

0.04

0.06

0.08

0.1

Nonconformity Scores (Decision)

Figure 3: The first and second figures from left depict non-
conformity distributions for perception and plan generation
in simulated driving scenes (Carla) respectively.

6.1 Uncertainty Disentanglement and Quantification

Perception Uncertainty: We collect 542 images with
ground truth labels from the Carla simulator, forming a
calibration set. Then, we apply CLIP with a pre-trained
projection head to classify objects such as stop signs, cars,
and pedestrians. We classify a total of 3000 objects within
the 542 images and collect their confidence scores. Then,
we obtain a nonconformity distribution, as shown in Fig. 3,
following the procedure outlined in Sec. 3.1.

Decision Uncertainty: We collect a calibration set contain-
ing 400 images from the Carla simulator—each associated
with a task description—to obtain another nonconformity
distribution (Fig. 3) using the procedure in Sec. 4.1 and 4.2.

For each image, we randomly select a task description from
a set of tasks {go straight, turn left, turn right, make a
U-turn} at the {traffic light, stop sign}. We define 10 safety-
critical logical specifications for the driving tasks, some of
which are listed below:

ϕ1 = □(red light → ¬move forward),

ϕ2 = □(pedestrian → wait),

ϕ3 = □(¬stop sign ∧ ¬ traffic light → move forward),
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Task Description:           Turn right at the traffic light.
Instruction:       1. Wait for the cars and pedestrians. 2. Turn right.
Perception Uncertainty Score (Person):        0.69

Car 0.73

Person 0.69

Car 0.92

Task Description:           Turn right at the traffic light.
Instruction:         1. Wait for the light to turn green. 2. Turn right.
Decision Uncertainty Score:          0.58

Truck 0.82

Car 0.99

Red Light 0.91

Figure 4: The first figure shows a scenario with high perception uncertainty due to the shadow and occlusion (perception
uncertainty scores next to bounding boxes). The second figure shows a scenario with low perception uncertainty but high
decision uncertainty, due to the inconsistency between the image and task description (traffic light is absent).

ϕ4 = □(green light ∧ ¬pedestrian → ¬wait),

ϕ5 = □((stop sign ∧ ¬car ∧ ¬pedestrian) → ¬wait),

where □, ♢, and refer to always, eventually, and next,
respectively. The detailed task descriptions for the founda-
tion model and the complete set of logical specifications are
provided in Appendix C.1 and C.2 respectively.

To avoid scenarios where the generated plans fail to meet the
specifications due to language ambiguity or mismatching
synonyms, we include in-context examples to constrain the
sentence structure and vocabulary of the generated plans.

Quantification: Fig. 3 shows the nonconformity distribu-
tion we obtained. We can estimate a probability density
function for each distribution. For every object detection
and corresponding confidence score, we use Eq. 5 to cali-
brate the confidence into perception uncertainty scores. We
present examples of the calibrated scores in Fig. 4 (next to
the bounding boxes) for both types of uncertainty.

For every plan generated by the model, we follow the pro-
cedure to prompt the model at the beginning of Sec. 4 and
obtain a confidence score and compute the decision uncer-
tainty scores via Eq. 8. We present a scenario with high
perception uncertainty and one with high decision uncer-
tainty in Fig. 4. After uncertainty disentanglement and
quantification, we can pinpoint the source of high uncer-
tainty and tailor targeted interventions for mitigation.

6.2 Targeted Intervention 1: Active Sensing
We deploy the active sensing mechanism to the planning
pipeline that uses a raw foundation model without fine-
tuning, as described in Sec. 5.1. We set the threshold
tp = 0.7, i.e., a 70% percent probability (and above) of
correct visual interpretation is acceptable. We also examine
other thresholds and present results in the Appendix C.5.

On the simulated data, we observe a 35% reduction in de-
cision uncertainty. Across a test set of 50 driving scenes
from our ground robot and NuScenes data (Caesar et al.,
2020), the active sensing mechanism reduces perception

uncertainty by over 10% and subsequently reduces decision
uncertainty by 10%. We present more results in Tab. 2.

We present qualitative results in Fig. 5, illustrating success-
ful plan executions with the active sensing mechanism in
simulated and real-world autonomous driving scenes.

6.3 Targeted Intervention 2: Automated Refinement
We investigate a complementary intervention that we cas-
cade on top of active sensing, building upon its benefits.
To improve the foundation model’s capability to generate
plans satisfying specifications, we apply our automated re-
finement framework to fine-tune the foundation model for
autonomous driving tasks using a train set containing 800
images from the Carla simulator and the aforementioned
10 pre-defined logical specifications. We follow the steps
outlined in Sec. 5.2 to automatically generate refinement
data and fine-tune the foundation model’s text generator.

Benchmark: To showcase the necessity of our uncertainty
disentanglement framework, we select a refinement bench-
mark (Yang et al., 2024) that fine-tunes the same model
using the dataset without uncertainty disentanglement.

This framework works as follows: (1) Create an empty set
of fine-tuning data, (2) select an image with a task descrip-
tion and query the foundation model for a plan, (3) build
automaton-based representation for the plan and verify it
against the specifications, (4) add the plan to the set of
fine-tuning data (without uncertainty disentanglement) if it
passes all the specifications, (5) repeat step 1-5 until suffi-
cient data is obtained, and (6) freeze the vision encoder and
fine-tune the model.

In contrast to the benchmark, our framework first quantifies
perception uncertainty and filters out high-uncertainty data,
hence enhancing data quality.

Experiment Setting: We fine-tune two identical LLaVA
models using our framework and the benchmark and present
the training losses in Fig. 6. Our framework offers smoother
convergence to a lower loss compared to the benchmark,
indicating a higher potential for generating specification-



Know Where You’re Uncertain When Planning with Multimodal Foundation Models: A Formal Framework

Decision Uncertainty Score:  0.91
Action:       Wait for Pedestrian

Stop Sign 0.95

Person 0.78
Car 0.87

Decision Uncertainty Score: 0.82
Action:         Wait for Car

Person 0.68

Decision Uncertainty Score: 0.66
Action:        Wait and Re-Observe

Stop Sign 0.94

Decision Uncertainty Score:       0.85
Action:  Go Straight

Person 0.55

Decision Uncertainty Score:   0.61
Action:      Switch Camera View

Decision Uncertainty Score:        0.81
Action:          Wait for Pedestrian

Traffic Light 0.81

Traffic Light 0.77

Traffic Light 0.83

Traffic Light 0.80

Person 0.81

Car 0.91

Traffic Light 0.82

Traffic Light 0.78

Traffic Light 0.81

Person 0.95

Decision Uncertainty Score:        0.92
Action:          Wait for Pedestrian

Traffic Light 0.80

Traffic Light 0.80

Traffic Light 0.85

Car 0.92
Car 0.98

Decision Uncertainty Score:        0.86
Action:        Wait for Car

Simulation

Real-World

Figure 5: Illustration of autonomous driving tasks wherein our strategy presented in Fig. 1 satisfies all task specifications
during plan execution in both simulations and real-world environments.

Table 2: Real-world driving results show that active sensing (AS) and automated refinement improve average perception and
decision uncertainty scores in addition to the average and standard deviation of the likelihood of specification compliance.
The raw model refers to the pretrained foundation model without any fine-tuning.

Planning Pipeline
Avg. Percp.
Unc. Score

Avg. Dec.
Unc. Score

Prob. of Satisfying
Spec. (Avg)

Prob. of Satisfying
Spec. (SD)

Raw Model w/o AS 0.842 0.279 — —
Raw Model with AS 0.936 0.306 0.316 0.180

Fine-tuned Model (Benchmark) with AS 0.936 0.931 0.933 0.048
Fine-tuned Model (Ours) with AS 0.936 0.955 0.959 0.025
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Figure 6: A comparison of the fine-tuning cross-entropy
loss obtained using our framework and the benchmark.

compliant plans. During fine-tuning, we save a checkpoint
every 80 steps. Next, we use the test set with 50 scenes
(same as Sec. 6.2) to validate the fine-tuned models. We use
each checkpoint to generate plans given those images with
task descriptions and record the probability that the plans
satisfy the specifications.

Result and Analysis: Fig. 7 and Tab. 2 show the im-
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Figure 7: Probability of specification compliance during
fine-tuning (color band shows standard deviation (SD)).

provement in the model’s ability to generate specification-
compliant plans.

We observe over 50% improvement in the probability of gen-
erated plans satisfying the specifications after fine-tuning.
Meanwhile, our framework outperforms the benchmark by
improving this probability by up to 5% while reducing
the standard deviation by 40%. The results indicate en-
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Figure 8: Two examples where the foundation model fine-
tuned via our refinement framework passes all the specifi-
cations while the benchmark fails. The first figure shows a
scene with a red light and pedestrians crossing. The second
figure shows a green light ahead.

hanced robustness and stability offered by our refinement
framework, lowering uncertainty during planning. Uncer-
tain visual observations increase the likelihood of generat-
ing plans that violate the specifications. For example, in
the first image in Fig 4, uncertainty in observing the oc-
cluded pedestrian may result in a plan that overlooks the
pedestrian, causing safety violations. Therefore, filtering
out high-uncertainty images using our framework improves
model performance consistency and scalability.

Sim2Real Transfer: Moreover, we fine-tune the model
solely on simulated data and yet achieve over 95% prob-
ability of satisfying the specifications on real-world data,
indicating an effective Sim2Real transfer of our uncertainty
disentanglement framework and interventions. We present
theoretical and empirical backing for this Sim2Real transfer
capability in Appendix C.3.

Case Study: Fig. 8 shows two examples indicating the su-
perior performance of our refinement framework compared
to the benchmark. In the first example, we feed the first
image in Fig. 8 along with a task description “turn right at
the stop sign” to the foundation model and query for a plan.
Note that this description is inconsistent with the image
observation, as there is no stop sign in the image. We expect
the foundation model to identify such inconsistency.

Prior to refinement, the raw model returns the following:

1 1. Pay attention to the stop sign.
2 2. Turn right onto the street.

The raw model completely ignores the inconsistency and
instructs to turn right directly, which violates ϕ2 in Sec.
6.1 (always wait for pedestrians). This can lead to severe
consequences and is a dangerous action to execute.

The fine-tuned model using the benchmark returns:

1 1. There is no stop sign, move forward.

Compared to the raw model, it notices the image-description
inconsistency. However, the decision to move forward vio-
lates ϕ2 in Sec. 6.1. In contrast, the model fine-tuned using
our framework successfully identifies the inconsistency and
generates a plan that satisfies all the specifications:

1 1. Wait for the light to turn green.
2 2. Turn right.

In the second example, we feed the second image in Fig.
8 with a task description “go straight at the traffic light”
to the foundation model. The model fine-tuned using the
benchmark framework returns the following:

1 1. Wait for the light to turn green.
2 2. Move straight ahead.

It does not consider that the light is already green and de-
cides to wait, violating ϕ4. In contrast, the model fine-tuned
using our framework mitigates this issue:

1 1. The traffic light is green.
2 2. Move forward.

In both examples, we demonstrate how our refinement
framework outperforms the benchmark.

Decision Uncertainty in Plan Execution: The fine-tuned
model does not achieve a 100% specification-satisfaction
rate. We employ the decision uncertainty score to deter-
mine whether to execute the generated plans, as described
at the end of Sec. 4.2. In the 50 scenes, 4 of the generated
pans violate the specifications, and all of these plans have
decision uncertainty scores below the pre-defined threshold
td = 0.7. Consequently, restricting the execution of plans
with uncertainty scores above td reduces the probability of
specification violation from 8% to 0%, underscoring the
importance of decision uncertainty during planning.

7 CONCLUSION

We presented a novel framework for enhancing multimodal
foundation models in robotic planning. Our framework
disentangles perception uncertainty in visual interpretation
and decision uncertainty in plan generation. The proposed
quantification methods, leverage conformal prediction for
perception and FMDP for decision-making. The targeted
interventions improve model robustness by employing ac-
tive sensing and automated refinement. Empirical results
from both real and simulated robotic tasks show that our
framework reduces performance variability and improves
task success rates, attesting to the value of distinct uncer-
tainty interventions. Future work will extend this approach
by considering additional uncertainty types and exploring
broader interventions such as task description optimization,
paving the way for robust and reliable autonomous systems.
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