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Abstract

Animal behavior analysis is fundamental to ethology, behavioral ecology,1

and neuroscience. Current methods mostly use vision-only classifiers,2

which are task-specific and limited to closed-vocabulary classifica-3

tion paradigms. Vision-language models (VLMs) show strong video4

question-answering (VideoQA) performance across domains but remain5

underexplored for animal behavior. We present a novel framework that6

converts existing datasets into a comprehensive multi-task VideoQA7

dataset with code-based solutions without extra annotation. Fine-tuning8

InternVL3-8B on this dataset, we achieve up to 33.2 and 26.9 percentage9

point improvement over supervised vision-only baselines and zero-shot10

VLMs with 10× more parameters, respectively. Our systematic evaluation11

demonstrates the superiority of vision-language approaches and advances12

interpretable, code-based predictions to enhance scientific insight.13

1 Introduction14

Animal behavior analysis underpins fields like neuroscience (Cisek & Green, 2024; Mathis15

et al., 2024), ethology (Anderson & Perona, 2014), and behavioral ecology (Tuia et al., 2022;16

Couzin & Heins, 2023). Modern research increasingly uses large video datasets annotated17

for animals and behaviors (Liu et al., 2023; Brookes et al., 2024; Rogers et al., 2023; Ma18

et al., 2023; Chen et al., 2023; Kholiavchenko et al., 2024; Duporge et al., 2025; Gabeff et al.,19

2025), often sourced from YouTube or camera traps in the wild. Most existing approaches20

train task-specific vision-only classification models (Feichtenhofer et al., 2019; Tong et al.,21

2022; Li et al., 2022; Tran et al., 2015; Carreira & Zisserman, 2017; Feichtenhofer, 2020) on22

a single dataset. These models cannot generalize to new behaviors without retraining and are23

limited to their trained tasks. Moreover, training these models on combinations of datasets24

with differing semantics is challenging—an area where language models could help by25

characterizing these differences in natural language.26

Vision-language models (VLMs) have shown strong video question answering (VideoQA)27

capabilities across domains like art, science, and sports (Zhu et al., 2025; Zhang et al., 2025;28

Lin et al., 2023; Li et al., 2024), but their use in animal behavior analysis is largely unexplored.29

A recent work by Sun et al. (2024) shows that a contrastive VLM, VideoPrism (Zhao et al.,30

2024), outperforms specialist vision models in zero- and few-shot behavior classification, as31

demonstrated across mice, flies, and Kenyan wildlife recorded from drones. Jing et al. (2024)32

and Dussert et al. (2025) present broad zero-shot evaluations of generative VLMs across33

diverse tasks, highlighting significant room for improvement, partly due to a domain gap34

between typical internet training data and fine-grained animal behavior (Gabeff et al., 2024;35

Stevens et al., 2024). They focus on multiple-choice QA, which is impractical for real-world36

behavioral analysis. Santo et al. (2025) and Xu et al. (2025) show that species-specific37

fine-tuning for primates and mice enhances performance, demonstrating the potential of38

adapted VLMs. However, these studies are limited to a few species and lack comparison39

with established vision-only baselines.40

Crucially, VLM’s tendency to hallucinate limits performance and reliability. Using41

algorithmic or structured output formats with LLMs improves accuracy, interpretability,42

reduces hallucinations, and enables efficient data processing (Ye et al., 2023; Xu et al.,43

2025)—all crucial for real-world tasks like animal behavior understanding.44
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Prompt: "<instructions> <video> Identify the animals that appear 

in the video and detail the actions they perform."

Ground-truth
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standing_head_up
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standing_head_up, vocalizing

standing_head_up, vocalizing

Ground-truth
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standing_head_up

Figure 1: Examples from the MammAlps dataset with ground-truth annotation and
prediction of our models vs baselines. Best viewed in color. We sample 32 frames from the
input videos. Correct predictions are indicated in green, incorrect ones in red, and partially
correct ones in blue.

Dataset Video hours Source # Species # Actions # Activities Train size Test size

AnimalKingdom 50 YouTube 850 140 N/A 24.0K 6.0K
MammalNet 394 YouTube 173 12 N/A 13.3K 5.0K
MammAlps 8.5 Camera trap 5 19 11 4.2K 1.2K

Table 1: Source datasets statistics.

In this work, we present a novel method to convert existing animal behavior datasets45

with action, animal, and activity annotations into multi-task datasets with annotations46

in code format. Using this framework, we curate a comprehensive dataset to fine-tune47

InternVL3-8B (Zhu et al., 2025), a state-of-the-art 8B-parameter VLM. We fine-tune specialist48

VLMs on individual datasets and tasks, demonstrating substantial gains over vision-only49

baselines. Our generalist VLM, trained jointly on four tasks and three datasets, outperforms50

zero-shot VLMs that have 10× more parameters while producing code-based intermediate51

solutions that improve prediction reliability and trustworthiness.52

2 Dataset Framework53

We present a framework that transforms existing animal behavior classification datasets into54

multi-task question-answering datasets with code-based outputs, requiring no additional55

human or LLM-based annotation.56

Source Datasets and Tasks. We use three complementary datasets (Table 1) covering a broad57

spectrum of animal behaviors and taxa. AnimalKingdom (Ng et al., 2022) spans diverse taxa58

and action labels and is built from YouTube videos. MammalNet (Chen et al., 2023), also from59

YouTube, focuses on common mammalian behaviors shared across species. MammAlps (Gab-60

eff et al., 2025) adds ecological diversity via camera trap footage from the Swiss Alps that in-61

cludes hierarchical behavioral annotations (action and activity). We unify the source datasets62

into a single multi-task dataset with four core animal behavior tasks: Animal Recognition63

identifies the species; Action Recognition, specific actions; Activity Recognition, higher-level64

behavioral patterns spanning multiple actions; and Joint Animal-Action Recognition, both65

species and actions simultaneously. We retain the original train-test splits for fair comparison66

with prior works. The combined dataset includes 69K unique videos and 152K annotations.67

Input-Output Structure. Each input prompt includes task-specific instructions, output68

format, relevant definitions (e.g., action, activity), and the appropriate label spaces for69

animals, actions, and activities, followed by video frames and the question. To improve70
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Dataset Model AnimalR ActionR ActivityR Animal-ActionR

MammalNet

SlowFast 43.0 39.4 - 22.8
C3D 44.4 40.3 - 24.6
I3D 43.4 41.2 - 24.0
MViTV2 52.6 46.6 - 30.6
InternVL3-8B-spe 76.9 66.3 - 49.3
InternVL3-8B-gen 79.9 68.8 - 51.9

MammAlps
VideoMAE 53.7/96.8 44.7/52.1 44.0/51.7 -
InternVL3-8B-spe -/96.5 -/56.0 -/53.5 -
InternVL3-8B-gen -/97.1 -/57.5 -/59.1 -

AnimalKingdom

I3D - 24.9/ - - -
SlowFast - 24.4/ - - -
X3D - 30.6/ - - -
VideoMAE 71.2/56.2 53.5/52.7 - 14.0/15.3
InternVL3-8B-spe -/83.8 -/74.3 - -/43.3
InternVL3-8B-gen -/88.9 -/79.4 - -/48.5

Table 2: Comparison of fine-tuned VLMs with reported vision-only models. All models are
fine-tuned on each dataset separately, except for InternVL3-gen. We report top-1 accuracy
for MammalNet and mAP and Jaccard Index for MammAlps and AnimalKingdom in
mAP/Jaccard Index format.

robustness to phrasing variations, we generate 10 question templates per task using71

ChatGPT. 1 Given the large taxonomies, we apply a strategic sampling from the datasets’ label72

space to ensure representative yet tractable label spaces (see Appendix C.1 for more details).73

The output follows a code-based format centered on a base function, recognize, which74

identifies entity instances under given conditions (e.g., recognize(entity type=’action’,75

condition=’animal == dog’)), providing a unified interface across tasks. The annotations76

are a step-by-step solution in the form of code, derived directly from the original annotations,77

preserving accuracy while adding structure. Appendix C.2 shows an example prompt and78

annotation for the joint animal-action recognition task.79

3 Experimental Setup80

We evaluate on the test splits of the three source datasets (Sec. 2). For each predicted entity81

(action, animal, animal-action pair, activity), we check for exact matches in the ground82

truth. We report F1 score, mean average precision (mAP), and to handle partial correctness83

in multi-label settings, Jaccard Index; for single-label cases, this reduces to top-1 accuracy.84

As zero-shot baselines, we use GPT-4o, InternVL3-8B, and InternVL3-78B. For supervised85

baselines, we include task-specific vision-only models trained on each source dataset, as86

reported in Ng et al. (2022); Chen et al. (2023); Gabeff et al. (2025). In all our experiments87

with VLMs, we use 32 uniformly sampled video frames. We fully fine-tune InternVL3-8B per88

the official recommendations2 (see Appendix B).89

4 Results and Discussion90

We consider two research questions: 1) Does a specialist VLM, fine-tuned on a single task and91

dataset, perform better than vision-only counterparts? 2) Does an 8B-scale generalist VLM,92

fine-tuned on a collection of tasks and datasets, perform better than large, state-of-the-art93

open-source and proprietary VLMs?94

Vision-Only Baselines. For MammalNet (single-label), we report top-1 accuracy for various95

baselines (Chen et al. (2023)). However, for MammAlps and AnimalKingdom (multi-label),96

the authors reported mAP, which is not well-defined for generative models. Thus, for97

1https://chatgpt.com/
2https://github.com/OpenGVLab/InternVL

3

https://chatgpt.com/
https://github.com/OpenGVLab/InternVL


Under review as a conference paper at COLM 2025

Base model Training AnimalR ActionR ActivityR Animal-ActionR

GPT-4o
zero-shot

- - - 16.4
InternVL3-8B 43.1 30.9 46.6 10.3
InternVL3-78B 71.4 52.2 57.6 30.2

InternVL3-8B vanilla 92.7±0.8 84.7±1.1 74.3±5.0 66.9±1.7
InternVL3-8B code-based 92.7±1.5 85.5±1.0 74.0±3.8 67.1±1.1

Table 3: F1 score comparison of our generalist VLM, trained with and without code-based
output format, with zero-shot baselines. We report the mean and std over three training runs,
considering the weighted average performance over the three datasets for each run.

MammAlps, we compute the Jaccard Index and report it on top of mAP (Table 2). For98

AnimalKingdom – not having access to Ng et al. (2022)’s checkpoints – we fine-tune99

VideoMAE (Tong et al., 2022) and report mAP and Jaccard Index. Given that VideoMAE100

outperforms the reported baselines in terms of mAP, it can serve as a reference when101

comparing against VLMs using the Jaccard Index.102

Specialist VLMs. First, we fine-tune InternVL3-8B on each dataset and task individually.103

These specialised VLMs strongly outperform vision-only baselines by up to 28 percentage104

points (Table 2, InternVL3-8B-spe). These results illustrate that fine-tuned VLMs outperform105

state-of-the-art fine-tuned vision-only models. Qualitative examples from MammAlps106

illustrate the performance gap (Figure 1).107

Beyond these performance improvements, the biggest advantage of VLMs is that one can108

train generalist models across datasets and tasks with different semantic annotations, which109

we tackle next.110

Generalist VLM. We consider strong zero-shot models as baselines and perform inference111

on the test sets of all datasets. Due to the high inference cost, we evaluate GPT-4o only112

on the joint animal-action task, as it’s the most complex one (Table 3). Our generalist113

8B-parameter VLM, fine-tuned on all datasets jointly, outperforms the zero-shot performance114

of InternVL3-78B by an average of 26.9 percentage points across all tasks. Moreover, the115

generalist VLM further outperforms specialist VLMs trained on each dataset separately (Ta-116

ble 2, InternVL3-8B-gen), highlighting the promise of merging behavioral datasets and task117

diversity in fine-tuning data. We also ablate the impact of code-based output format by118

fine-tuning InternVL3-8B on input-output pairs of our dataset without the code-based119

solutions (Table 3, vanilla). Code-based and vanilla formats lead to similar performances,120

but the code-based format enables interpretation of the model’s output by the user through121

structured and easily readable reasoning traces (see example in Appendix C.2).122

5 Conclusion123

In this work, we take a step toward systematically benchmarking VLMs for animal behavior124

tasks. We transform existing animal behavior classification datasets into a multi-task125

videoQA dataset, which we use to fine-tune InternVL3-8B . Our results show that on all tasks126

and datasets, fine-tuned vision-language models significantly outperform the vision-only127

counterparts. Moreover, large models like GPT-4o underperform compared to much smaller128

fine-tuned VLMs, echoing prior findings on the limitations of zero-shot VLMs trained on129

general internet data (Gabeff et al., 2024; Santo et al., 2025; Xu et al., 2025), and highlighting130

the need for domain-specific adaptation. Finally, we show that VLMs can benefit from131

multi-task and multi-dataset training, generalizing knowledge drawn from very different132

environments and label spaces to outperform single-task, single-dataset VLMs. We also133

find that using a standardized code-based output format enables structured, step-by-step134

reasoning and greater transparency while keeping the performance high.135

Ultimately, our approach supports the integration of VLMs into broader scientific pipelines,136

providing ethologists, ecologists and neuroscientists with strong tools to scale up complex137

animal behavior analysis tasks (Ye et al., 2023; Mathis et al., 2024; Xu et al., 2025).138
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A Appendix248

B Reproducibility249

For fine-tuning InternVL3-8B we use AdamW optimizer (Loshchilov & Hutter, 2017) with250

beta1=0.9, beta2=0.999, and epsilon=1e−08, and cosine learning rate scheduler. We train251

for one epoch with 4 H200 GPUs. We train three times with seeds equal to 42, 83, and 105252

C Dataset Framework253

C.1 Input Prompt Label Space254

For AnimalKingdom, which contains very large action and animal taxonomies, we construct255

a 15-class label space for each sample as follows: For actions we include all actions present in256

the target video, sample maximum 10 additional actions from the same behavioral category,257

and maximum 4 actions from different categories. For animals we include all animal species258

in the target video, sample a maximum 10 additional species sharing the same taxonomic259

parent class, and a maximum of 4 species from other taxonomic groups. This sampling strat-260

egy leverages AnimalKingdom’s behavioral and taxonomic hierarchies to create challenging261

yet focused label spaces that maintain biological relevance. For MammalNet, we apply the262

same animal sampling strategy while including all 12 action classes. MammAlps, having263

smaller label spaces across all categories, uses complete label spaces without sampling.264

C.2 Prompt Examples265

Here we provide examples of inputs and annotations with and without code format for the266

joint animal-action recognition task from the MammAlps dataset. For the experiments with267

InternVL3-78B and GPT-4o , we add an additional example of the output format exactly268

following the code-based annotations.269
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Prompt

You are an assistant specialized in analyzing animal videos. Your task is to answer
questions about the animals and their behaviors in a given video. Instruction:
You are provided with the following base function, which you can use to decompose
the main question into subtasks and solve them step by step:

def recognize(entity_type: str, condition: Optional[str]) -> List[str]:
Returns all unique entities of the specified

type detected in the video (e.g., 'animal', 'action', 'activity').
If condition is provided, returns all

entities of the specified type that appear when the given condition is true.

Example:
>>> recognize(entity_type='animal')
['dog', 'cat']
>>> recognize(entity_type='action')
['bark', 'run']
>>> recognize(entity_type='action', condition='animal == dog')
['bark', 'run']

In addition to these base function, you may use standard Python functions such as
average, max, min, sum, len, sorted, etc., as needed to help you answer the questions.
Output format:
Your final output should be ’Final answer:’ followed by the list of [animal, action]s
recognized in the video, formatted as List[List[str]].
An action is a discrete, often well-defined motor event or behavior performed by
an animal, typically characterized by a specific goal or function. You should use the
following label space to identify animals, and actions:
Animals label space: hare, fox, wolf, roe deer, red deer
Actions label space: bathing, walking, jumping, grazing, sniffing,
scratching hoof, standing head down, defecating, scratching antlers,
scratching body, laying, vocalizing, looking at camera, drinking,
standing head up, shaking fur, running, unknown, urinating
[video]
Identify the animals that appear in the video and detail the actions they perform.

270
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Annotation with code format

step 1
animals = recognize(entity_type='animal')
output:List[str]: ['red_deer']

step 2
action_per_animal = dict(

animal: recognize(entity_type='action', condition='animal == animals[i]'
)
for i in range(len(animals)))
output:Dict[str, List[str]]: {red_deer: walking}

step 3
animal_action_pairs = [

[animal, action]
for animal, actions in zip(animals, action_per_animal)
for action in actions

]
output:List[List[str]]: [[red_deer, walking]]

step 4
return animal_action_pairs
output:Final answer: [[red_deer, walking]]

271

Annotation without code format

output:Final answer: [[red deer, walking]]
272
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