
Not so griddy: Internal representations of RNNs path
integrating more than one agent

William T. Redman∗

Intelligent Systems Center
Johns Hopkins Applied Physics Laboratory

Francisco Acosta
Department of Physics

University of California, Santa Barbara

Santiago Acosta−Mendoza
Dynamical Neuroscience

University of California, Santa Barbara

Nina Miolane
Department of Electrical & Computer Engineering

University of California, Santa Barbara

Abstract

Success in collaborative and competitive environments, where agents must work
with or against each other, requires individuals to encode the position and trajectory
of themselves and others. Decades of neurophysiological experiments have shed
light on how brain regions [e.g., medial entorhinal cortex (MEC), hippocampus]
encode the self’s position and trajectory. However, it has only recently been discov-
ered that MEC and hippocampus are modulated by the positions and trajectories of
others. To understand how encoding spatial information of multiple agents shapes
neural representations, we train a recurrent neural network (RNN) model that cap-
tures properties of MEC to path integrate trajectories of two agents simultaneously
navigating the same environment. We find significant differences between these
RNNs and those trained to path integrate only a single agent. At the individual
unit level, RNNs trained to path integrate more than one agent develop weaker grid
responses and stronger border responses. At the population level, they develop
more distributed and robust representations, with changes in network dynamics and
manifold topology. Our results provide testable predictions and open new directions
with which to study the neural computations supporting spatial navigation.

1 Introduction

When navigating real-world environments, individual agents (e.g., animals) must adjust their tra-
jectories based on the observed trajectories of others [1, 2]. This becomes especially important in
competitive and collaborative settings, where the positions, movement directions, and speeds of others
contain information necessary for goal-based decision making. For example, an agent competing with
others for food must keep track of where “opponent” agents are and where they are headed, in order
to effectively update its strategy. While decades of research has shed fundamental light on the neural
circuitry involved in spatial navigation in the absence of others (“single agent” navigation), little is
known about how the brain enables spatial navigation in the more general “multi-agent” scenario.

A core component of spatial navigation is path integration [3], the ability to update an estimate
of position in an environment from a sequence of movement directions and speeds (Fig. S1A).
Medial entorhinal cortex (MEC) is believed to play a critical role in supporting path integration
via functional classes of neurons [4], such as grid cells [5, 6], border cells [7], and band cells [8].
Recent research has shown that MEC is activated when human subjects observe others navigate
environments [9, 10], suggesting that it may additionally be involved in computations supporting
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multi-agent path integration. That neural activity in MEC could be shaped by trajectories of others is
further supported by recent work demonstrating that populations of cells in hippocampus, a brain
region heavily interconnected with MEC, encode spatial information related to the positions of other
agents [11, 12, 13, 14, 15, 16]. However, what representations exist in MEC to support multi-agent
path integration and how they differ from the representations that have been found in single agent
environments, remains largely unexplored. This is of additional importance as it is unclear whether
continuous attractor networks [17, 18, 19], which are believed to underlie the grid code in MEC
[20, 21, 22, 23, 24], can simultaneously support the encoding of multiple individuals [25, 26].

To begin to investigate this open research direction, we train a recurrent neural network (RNN)
model to perform path integration of two agents (“dual agent” path integration) and interrogate
the representations that emerge. These RNN models [27, 28], when trained on single agent path
integration, have been shown to develop properties analogous to MEC. In particular, they exhibit
units with grid, border, and band responses [27, 28, 29, 30] and population dynamics consistent with
continuous toroidal attractors [31, 32].

While their biological plausibility remains unclear [33, 34], we choose to analyze these RNN models
for four reasons. First, they contain inter-connectivity between “hippocampus”−like and “MEC”−like
layers, enabling us to model aspects of the experimentally reported multi-agent hippocampal responses
[11, 12, 13, 14, 15, 16]. Second, the lack of neural data from MEC in multi-agent settings makes the
outputs of these RNN models unbiased predictions that can be used to further assess their validity.
Third, these RNN models have been shown to have response properties beyond grid, border, and band
cells that are similar to those in MEC recordings [35], suggesting that the RNNs learn solutions more
broadly representative of MEC. And fourth, beyond their connection to neuroscience, these RNN
models represent legitimate machine learning systems that exhibit improved goal-based navigation
when paired with reinforcement learning [27]. As autonomous agents becoming increasingly deployed
in everyday environments, their ability to navigate in multi-agent settings becomes increasingly
important [36] and understanding how the representations learned by RNN models trained on single
and dual agent path integration compare can provide new insight into how to improve this capability.

We find that, with only a few modifications, we can train existing RNN models [27, 28] to achieve
good performance on dual agent path integration (“dual agent RNNs”) (Fig. S2, see Appendices A–B
for details). These dual agent RNNs are flexible enough to generalize to single agent path integration,
whereas RNNs trained on single agent path integration (“single agent RNNs”) are not capable of
performing dual agent path integration (Sec. 2.1), demonstrating how representations that are optimal
in the single agent setting need not be optimal in the dual agent setting. Investigating the learned
representations, at the individual unit level, we find that the need to path integrate more than one agent
leads to the emergence of stronger border representations and weaker grid representations (Sec. 2.2), a
result consistent with recent human neurophysiological experiments [9, 10]. Utilizing topological and
dynamical tools, we characterize differences between single and dual agent RNNs at the population
level (Sec. 2.3), finding no evidence for continuous toroidal attractors underlying the activity of
dual agent RNNs which further emphasizes their distinct computational mechanisms. These results
question how our existing understanding of MEC can be extended to the ethologically relevant
multi-agent setting, and we hope our that they will motivate future experimental and theoretical
exploration at the intersection of NeuroAI.

2 Results

2.1 Representations in single agent RNNs are not optimal for dual agent path integration

The discovery that recurrent units in RNNs trained on single agent path integration (Appendix A)
develop responses like those found in MEC [27, 28, 29, 35] has been interpreted as a normative
demonstration of the optimality of these representations. Are these same representations also optimal
for dual agent path integration?

To test this, we apply trained single agent RNNs to the dual agent setting (Appendix B). These
networks have a decoding error of ≈ 1.0 m. (Fig. 1A−red dot), nearly a 10× increase in error
relative to the trained dual agent RNNs (Fig. 1A−pink solid line). To determine whether this high
decoding error is due to poor generalization or to the RNN being sensitive to the precise value of the
network weights, we “fine-tune” all the trained single agent RNN weights for 10 epochs on the dual
agent path integration task (Appendix C). We find that this leads to an improvement in performance
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Figure 1: Dual agent RNNs can generalize to single agent path integration, but not vice versa. (A)
Decoding error of RNNs trained on single agent path integration and tested on dual agent path integration with
(red lines) and without (red dot) fine-tuning (FT) on dual agent path integration. Converged performance and
performance from random initialization of dual agent RNNs (dashed and solid pink lines, respectively) are
shown for comparison. (B) Same as (A), but for RNNs trained on dual agent path integration and tested on
single agent path integration. (A)−(B) Lines denote mean and shaded area denotes maximum and minimum,
across 5 independently trained RNNs.

on dual agent path integration, although the end decoding error remains higher than the decoding
error of the trained dual agent RNN (Fig. 1A−compare solid red and pink lines). However, this
improvement is dependent on updating the trained weights in the recurrent layer, as freezing them
and fine-tuning the other weights leads to high decoding error (Fig. 1A−red dashed line). Taken
together, these results demonstrate that the representations learned by the recurrent units in trained
single agent RNNs are not optimal for dual agent path integration.

In contrast, trained dual agent RNNs can perform single agent path integration with decoding error
< 0.10 m. (Fig. 1B−green dot). Fine-tuning the weights on single agent path integration further
improves performance, even when the recurrent weights are frozen (Fig. 1B−green dashed line).
These results demonstrate that dual agent RNNs have internal representations that are flexible enough
to enable generalization to single agent path integration.

2.2 Single and dual agent RNNs develop different representations at the individual unit level

To begin dissecting the representations that emerge in dual agent RNNs, we examine the functional
properties of individual units in the recurrent layer. Previous work has found that single agent RNNs
develop responses analogous to three functional classes of neurons in MEC: grid cells [5, 6], border
cells [7], and band cells [8]. The distribution of these properties can be quantified by computing scores
for each unit (Appendix D.2). While grid and border scores are standard metrics, to our knowledge
no band score exists. We therefore developed a metric to quantify “banded−ness” (Appendix D.2).

We find statistically significant differences in the distribution of these functional properties between
single and dual agent RNNs (Fig. 2A, B). In particular, we find dual agent RNNs develop units with
lower grid scores, but higher border and band scores (Fig. 2A). Visualizing rate maps associated with
the dual agent RNN units that have the highest grid scores, we find that many have responses that are
not solely constrained to vertices of triangular lattices, but are instead “honeycomb”−like (Fig. 2B).
This suggests that dual agent path integration leads to a weaker grid code. In contrast, dual agent
RNN units with high border and band scores have more “ideal” responses, as compared to units of
single agent RNNs, which have additional grid structure (Fig. 2B). These results are consistently
observed across all 5 independently trained RNNs (Fig. S6).

Prior work has found all three of these classes to be important for single agent path integration
[27, 29, 31, 32, 37, 38]. To understand their importance in dual agent path integration, we perform
targeted ablations, removing units with the highest grid, border, and band scores (Appendix D.3).
We compare the decoding error of these RNNs to RNNs with randomly removed units, as this has
been found to be a strong baseline [31, 35]. Unlike single agent RNNs, which have a significant
increase in decoding error relative to the random baseline with the ablation of all functional classes,
dual agent RNNs are less sensitive to the ablation of any one functional class (Fig. 2C). This suggests
that dual agent RNNs develop a more distributed and robust representation. We note that the greater
(albeit, small) sensitivity of the dual agent RNNs to ablations of border and band cells are consistent
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Figure 2: Single and dual agent RNNs differ in their distribution of functional properties. (A) Distribution
of grid, border, and band scores, computed for all units of single and dual agent RNNs. Distribution includes 5
independently trained RNNs. Kolmogorov-Smirnov (KS) test used to compare distributions (∗∗ : p < 0.01). (B)
Visualization of rate maps (Appendix D.1) for units, from individual RNNs, with highest grid, border, and band
scores. (C) Decoding error of trained RNNs with the units corresponding to the highest grid, border, and band
score ablated (solid line: mean across 5 independently trained RNNs), compared to trained RNNs with random
units ablated (dashed lines: mean across 10 randomly sampled choices of ablated units for each independently
trained RNN; shaded area: ± standard deviation) (Appendix D.3). Mann-Whitney test is used to compare
distributions (∗ : p < 0.05 and ∗∗ : p < 0.01−see Table S2 for p-values).

with work arguing their driving role in path integration [29, 31, 37, 38]. Taken together, these results
demonstrate that the addition of another dynamic variable (i.e., a second agent) leads to differences
in the distribution of functional properties, at the individual unit level, between single and dual agent
RNNs.

2.3 Single and dual agent RNNs learn different representations at the population level

Our findings that dual agent RNNs develop different distributions of functional classes than single
agent RNNs are suggestive that their network structures are distinct. To further explore this hypothesis,
we analyze the recurrent unit activations at the population level.

Topological data analysis (TDA) [39] has become a widely used tool for studying neural population
activity [24, 40, 41, 42, 43, 44, 45]. A core technique in TDA is persistent homology (Appendix E.1),
which can be used to estimate the topology of the underlying neural manifold. Applying persistent
homology, we find evidence that the population activations of single agent RNNs are constrained to
a manifold having topology consistent with a two-dimensional torus (Fig. 3A, left−black arrows),
in-line with prior characterizations [31, 32]. We see similar patterns in the persistence diagrams across
different independently trained single and dual agent RNNs (Fig. S10). This difference in topology
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Figure 3: Population level activations of single and dual agent RNNs differ in their topology and dynamics.
(A) Persistence diagrams (Appendix E.1) of the population activations of example single and dual agent RNNs.
H1 bars of high filtration value correspond to existence of loops and H2 bars correspond to existence of two-
dimensional cavities. Black arrows denote features of the single agent persistence diagram that are consistent
with a two-dimensional toroidal attractor. (B) DSA (Appendix E.2) applied to the activations of independently
trained single and dual agent RNNs. Color denotes Procrustes analysis over vector fields metric.

can further be seen by the fact that the persistence diagrams corresponding to single agent RNNs are
closer (with respect to an appropriate metric [46]) to the persistence diagrams of an idealized torus,
than the persistence diagrams corresponding to the dual agent RNN are (Fig. S11). This suggests that
dual agent RNNs do not have the same continuous attractor structure that single agent RNNs have
[31, 32].

The topology and geometry of neural manifolds do not capture all properties of the underlying neural
circuit. Recent work has developed a data-driven dynamical systems framework [dynamic similarity
analysis (DSA)] for computing compact representations of RNN dynamics [47]. Therefore, we
complemented our TDA results by applying DSA (Appendix E.2) to the population activations of
single and dual agent RNNs. We find that independently trained single agent RNNs are dynamically
more similar to each other than they are to independently trained dual agent RNNs, and vice versa
(Fig. 3B). Therefore, at both the topological and dynamical level, the representations learned by the
single and dual agent RNN are different, suggesting that the addition of a second agent fundamentally
changes the network structure that emerges.

3 Discussion

Inspired by recent work demonstrating that brain regions believed to encode the self’s position
and trajectory (e.g., MEC, hippocampus) are modulated by the position and trajectories of others
[9, 10, 11, 12, 13, 14, 15], we trained a class of RNN models [27, 28] to path integrate two agents and
investigated the representations that emerged. Given that these RNN models, when trained to path
integrate single agents, develop properties that are similar to those found in MEC at the individual
unit (e.g., grid, border, and band responses) and population (e.g., network structure with signatures of
continuous toroidal attractors) level, this is a natural point for starting to address the larger question
of how the MEC supports representation of multiple dynamic variables.

We find that the representations that emerge in dual agent RNNs significantly differ from those of
single agent RNNs. Dual agent path integration leads to weaker grid codes and stronger border
codes (Fig. 2). This is consistent with electrophysiological recordings that have found MEC encodes
distance of others to boundaries [9] and fMRI recordings that have observed a negative correlation
between grid cell strength and performance on multi-agent tasks [10]. Functional class ablations and
TDA revealed a distributed and robust representation, with no evidence for the population activity
being constrained to a two-dimensional torus (Fig. 3). Despite this, dual agent RNNs are able to
generalize to perform single agent path integration, even when the weights in their recurrent layer are
frozen (Fig. 1B). This demonstrates the flexibility of their representations [48] and is in-line with
work finding that neural networks trained to perform multiple tasks develop abstract and distributed
tuning [49, 50, 51, 52]. Future work can aim to reconcile these results with the field’s longstanding
understanding of the role the MEC plays in spatial navigation.
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With weaker grid responses, how does the dual agent RNN learn to successfully perform its task?
Hippocampus and MEC have been found capable of performing computations in multiple reference
frames [53, 54]. We therefore hypothesize that the dual agent RNN learns to represent the movements
of both agents in the coordinate system defined by their relative position (Appendix F). In support of
this, we find that a minority of hidden units have high spatial information [55] in the relative position
reference frame, and that ablating these units leads to a significant decrease in performance (Fig.
S13). Future work can study in more detail how the dual agent RNN develops this tuning and how
useful a computation it is for performing multi-agent path integration.

Limitations. The biological plausibility of the RNN models investigated in this work [27, 28] have
been questioned [33, 34] (although, see response by Sorscher et al. (2022) [56]). While our dual agent
ground truth place cells were motivated by experimental work measuring hippocampal responses in
environments with multiple animals [11, 12, 13, 14, 15, 16], it represents only one possible choice.
Recent use of loss functions that incorporate more than just path integration have found stronger grid
responses and modularization [57, 58]. Future work should investigate the properties that emerge in
these models when tasked with dual agent path integration. In our experiments, we did not account
for noise in velocity inputs, which have been found to play a dominant role in human path integration
error [59], and are presumably higher for the assessment of others’ velocities (given the lack of
vestibular and proprioceptive feedback). We hypothesize that, as noise is added to the estimate of one
agent’s position and velocity, dual agent RNNs will develop representations more similar to single
agent RNNs, suggesting a trade-off that should be explored.

Predictions. Recent advances in experimental paradigms, where rodents must update their goal-based
planning given the trajectories of others [60, 61, 62], offer the possibility of comparing the in vivo
representations of MEC with those generated by the dual agent RNN. Our results make several
testable predictions about what responses might be found in MEC. First, we expect grid responses to
be weakened, with the cells that do have high grid score exhibiting deviations from standard grid
cells (“honeycomb”−like responses, Fig. 2). Second, we expect strengthened boundary and border
responses (Fig. 2), with border cells responding most strongly when both agents are near borders
(Fig. S14). Finally, we expect that the relative position between agents will be encoded in the a
subpopulation of MEC neurons (Fig. S13) that is disjoint from cells with high grid scores (Fig. S14).
Testing these predictions will provide insight into the validity of the RNN model, as well as our
assumption that MEC can perform simultaneous path integration of two agents.

Future directions. There are several impactful directions that our work can be extended. First,
analyzing the emergent properties of RNNs trained to path integrate more than two agents can
lead to a better understanding of how the MEC performs computations in multi-agent settings.
Second, reinforcement learning can be used to probe how the dual agent RNN representations
might support higher order behavior [63, 64, 65] (such as shortcut taking in dynamic chasing [66]).
Third, theoretical work, showing−from first principles−what representations are necessary for single
agent path integration [67, 68] can be extended to the dual agent path integration setting. Finally,
foundational work on MEC has found that grid cells encode abstract relationships beyond purely
spatial variables [69]. These include social hierarchies [70], sound frequencies [71], list ordering
distances [72], and elapsed time [73, 74, 75]. Our work has implications for how the MEC may
simultaneously integrate information across these different cognitive axes.

Outlook. Continuous attractor networks (CANs) for the grid code [17, 18, 19] are one of the few
canonical models in computational neuroscience. That we find RNNs trained to perform dual agent
path integration develop structure distinct from CANs is noteworthy. There are several possibilities
for reconciling our results with their differences to CANs, two of which we discuss below. First,
the relative space encoding that we find could be coupled with a CAN so that the resulting network
path integrates the other agent by first path integrating the self and then updating the other’s position
estimate by using the relative spacing encoding. This kind of egocentric framework is consistent
with the presence of object vector cells in MEC [76]. Second, the grid code could be one of several
codes that enables path integration, and scenarios (such as the presence of another) could lead to
the reduction of the grid code for another, more suitable code. This is in-line with the negative
correlation between strength of grid responses and success in a multi-agent task [10]. We hope that
our work inspires new experiments to uncover the representations used by the brain to enable success
in multi-agent environments.
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Mezić. Identifying equivalent training dynamics. arxiv preprint arXiv: 2302.09160, 2024.

[90] William T Redman, Maria Fonoberova, Ryan Mohr, Ioannis G Kevrekidis, and Igor Mezić. Algorithmic
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Figure S1: Overview of RNNs trained to perform single agent path integration. (A) Illustration of path
integration task. The agent starts at known position x(0) and y(0) and makes a sequence of movements through
space given by the movement directions θ(t) and speeds v(t). From this, x(t + 1) and y(t + 1) must be
estimated. (B) Schematic of single agent RNN model architecture [27, 28], which takes input v(t) and θ(t),
recurrently processes it, and drives activations of an output layer. (C) Example ground truth place cell (PC)
activations used as targets for the RNN output units.

A RNN model

Prior work has considered the setting where a single agent traverses a square environment through finite length
paths [27, 28, 29]. The agent starts a given path at position z(0) = [x(0), y(0)]

⊺
∈ [−L/2, L/2] × [−L/2,

L/2] and subsequently moves to positions z(0) → z(1) → ... → z(T ). This path can alternatively be
defined by z(0) and a sequence of movement directions, θ(t) ∈ [−π, π], and speeds, v(t) ∈ [0,∞), such that
z(t + 1) = z(t) + v(t)∆t · [cos θ(t), sin θ(t)]

⊺
, for small ∆t ∈ R+ (Fig. S1A). The accurate updating of

z(t+ 1) from only u(t) = [θ(t), v(t)]
⊺

is formally what is meant by path integration.

To learn an RNN model that can perform single agent path integration, prior work has utilized the following
architecture (Fig. S1B). The inputs u(t) are projected, via weights Win ∈ RnG×2, into a recurrent layer of nG

units. This recurrent layer has connectivity defined by weights Wrec ∈ RnG×nG . The units in the recurrent layer
are used to drive the activation of nP output units, via weights Wout ∈ RnP×nG . More explicitly, the RNN
model evolves via the dynamics

r(t+ 1) = σ
[
Wrecr(t) + Winu(t)

]
, (1)

p̂(t+ 1) = Woutr(t+ 1), (2)
where r(t) ∈ RnG and p̂(t) ∈ RnP are the activations of the recurrent and output units at time t, and σ(·) is an
activation function.

The RNN model, defined by Eqs. 1−2, is trained by comparing the output layer activations, p̂(t), with “ground
truth” activations, p(t), using the cross entropy loss,

L(t) = −p̂(t) log p(t)− λ||Wrec||2. (3)

The second term, λ||Wrec||2, is a weight decay regularization term that penalizes the L2 norm of the recurrent
weights, by strength λ ∈ R+. This was found to be beneficial for generalization [32]. The form p(t) takes has
been shown to determine properties of the representations learned by the single agent RNNs [28]. We follow
Sorscher et al. (2019) and set the ground truth activations to be “place cell”−like [77], with the place fields
having a difference of Gaussian (DoG) structure [28] (Fig. S1C),

pi(t) = DoG[z(t), ci] = exp
(
− ||z(t)− ci||22/2σ2

1

)
− exp

(
− ||z(t)− ci||22/2σ2

2

)
, (4)

where pi(t) is the ground truth activation of unit i at time t, ci ∈ [−L/2, L/2]× [−L/2, L/2] is the center of
its place field, and σ1 < σ2 define the place field’s size. The initial activation in the recurrent layer is set using
the ground truth place cell activations, r(0) = Wbackp(0), where Wback ∈ RnG×nP is a learnable set of weights.

To assess the RNN model’s performance in single agent path integration, the position of the agent is decoded
from the activations of the output layer. Prior work has used a simple top-nd decoder, where the predicted
location of the agent is found by averaging the place field centers, ci, corresponding to the nd ∈ N units in
the output layer with the highest activations. That is, ẑ(t) = 1

nd

∑nd
i=1 cαi(t), where the αi correspond to the

ranked order of the output layer activations [i.e., p̂α1(t) > p̂α2(t) > ... > p̂αnP
(t)]. The decoding error is then

defined as ||z(t)− ẑ(t)||2.

To enable the RNN model to perform dual agent path integration, we make four modifications (see Appendix B
and Table S1, for more details):
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Figure S2: RNNs can be trained to successfully perform dual agent path integration. (A) Decoding error,
as a function of training epoch, for RNNs trained and tested on single and dual agent path integration. Solid line
is mean across 5 independently trained networks and shaded area is maximum and minimum of all 5 networks.
(B) Distribution of median decoding error, across 5000 trajectories (1000 per network), for single and dual agent
RNNs. (C) Example ground truth and decoded dual agent trajectories. Trajectories were chosen as those closest
to the 0th, 25th, 50th, and 75th percentile of the decoding error distribution.

• Additional inputs: We set u(t) = [θ1(t), v1(t), θ2(t), v2]
⊺

, where θi(t) and vi(t) correspond to the
ith agent’s movement direction and speed at time t.

• Summed place cell activations: We set the ground truth place cell responses to be the sum of their
responses to the location of each agent independently. That is, if zi(t) corresponds to the position of
the ith agent at time t, then pi(t) = DoG[z1(t), ci] + DoG[z2(t), ci]. This choice, inspired by “social”
place cells [11, 12, 13, 14, 15, 16], is an important one and we provide our rationale in choosing it in
Appendix B.

• k-means clustering for decoding: We use k-means clustering to separate the place field centers
corresponding to the 2nd output layer units with the highest activations into k = 2 groups. The
predicted positions of the two agents, ẑ1(t) and ẑ2(t), are estimated by the center of each cluster.

• Reduced weight decay regularization: We reduce the weight regularization strength, λ, in the loss
function (Eq. 3), as we expect the added complexity of dual agent path integration to require more of
Wrec’s capacity.

Training this modified RNN on dual agent path integration, we show−for the first time−that it is possible to
learn a network that achieves high performance (Figs. S2, S3). While the decoding error of dual agent path
integration is greater for dual agent RNNs than the decoding error of single agent path integration is for single
agent RNNs (Fig. S2A, B), we find that nearly 50% of all 5000 dual agent trajectories sampled have an error
below 0.10 m, which was previously used as a threshold to determine success [33] (Fig. S2B). In addition,
visualizing the RNN’s prediction on individual dual agent trajectories shows qualitatively similar behavior to
the true trajectories, even when decoding error is > 0.10 m. (Fig. S2C). Examining the trajectories where the
two agents are closest to each other (Fig. S4), we find the dual agent RNN is able to maintain its performance.
As hypothesized, reducing the strength of weight decay, from λ = 10−5 to λ = 10−7, enables an increase in
performance on dual agent path integration (Fig. S2A−compare pink solid and dashed lines).

B RNN architecture and training details

Code used for training and evaluating RNNs on path integration was pulled from
https://github.com/ganguli-lab/grid-pattern-formation. Vanilla RNNs, with parameters
set to that reported in Table S1 (unless otherwise noted), were trained on single or dual agent path integration.
Code is publicly available at https://github.com/william-redman/Not-So-Griddy.

In Sec. A, we listed the four modifications that were made in enabling RNNs to learn dual agent path integration.
Here we provide more details on each of these modifications:
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Additional inputs: Trajectories for both agents were sampled using the same generative function [27, 28]. Each
time step is characterized by movement direction, θ(t), and speed, v(t). We expand the architecture of the
vanilla RNN to allow for four inputs (agent 1 movement direction, agent 1 speed, agent 2 movement direction,
and agent 2 speed) by setting the input variable input_size of torch.nn.RNN to 4.

Summed place cell activations: The output layer of the RNN model comprises of “place cells” [77], whose
“ground truth” activations are tied to the distance of an agent to specific locations (”place fields”). In-line with
previous work, we use a difference-of-Gaussian model for the place field responses [28]. The ground truth
activations are used as an error signal for training the RNN model in a supervised fashion. To generate the
ground truth activations for the dual agent setting, we evaluate the distance of each agent to all place fields. This
is used to generate activations for each place cell (for each agent, independently). We sum these responses, for
each cell, to generate the “ground truth” activations.

k-means clustering for decoding: For single agent path integration, previous work has decoded the location of
the agent by considering the nd = 3 most active place cells and averaging the x− and y−coordinates of their
place field centers. To decode positions from place cell activations in the dual agent setting, we first consider
the 2nd = 6 most active place cells. We then take the x− and y−coordinates of the corresponding place
field centers and apply k−means clustering, using the function kmeans from the package scipy.cluster.vq,
setting k = 2. The centroids of the clusters are used as the predicted positions for the two agents. We compute
the decoding error as the Euclidean distance between the true and predicted positions of the agents (the positions
considered as 4−dimensional vectors). Because the order of the centroids is not guaranteed to match the arbitrary
ordering of the agents’ positions, we find the ordering that minimizes the distance. As the k−means clusering
incurs additional computational costs, we only perform the decoding twice each epoch (at the beginning and
half-way through).

Reduced weight decay regularization: Previous work has introduced weight regularization to the weights in
the recurrent layer, Wrec, to encourage sparsity and aid generalization (Eq. 3 [32]. Given that we expect dual
agent path integration to be a more challenging task, we hypothesize that the weight decay value used for single
agent path integration might lead too much sparsity to perform the dual agent path integration task well. We
therefore reduced the value used for weight decay, taken as an input in the Adam optimizer torch.optim.Adam,
from λ = 10−4 to λ = 10−6.

Table S1: Parameters used to train RNNs on single and dual agent path integration. Unless otherwise
noted (in the text), these are the values the parameters used to train single and dual agent RNNs take. Parameters
that take values that are different from the defaults of previous models [28, 32] are bolded. Any values not listed
are the same as they were in previous work [28, 32] .

Parameter Value

Epochs 100
Batch size 200
Batches per epoch 1000
Path length (T ) 20
Arena length (L) 2.2 m
Learning rate 10−5

Place cells (nP ) 512
Grid cells (nG) 4096
σ1 0.12
σ2 0.24
Activation ReLU
Weight decay 10−7

Optimizer Adam

The training loss associated with single and dual agent path integration is presented in Fig. S3. We note that
there is no equivalent to “test” loss, as the trajectory used to train each iteration was sampled randomly from a
distribution [28]. No trajectories were separately maintained in a “test set”.

All training experiments and analysis were performed using an AWS GovCloud g4dn.xlarge instance with 1
GPU and 4 CPUs.

C Generalization experiment details

Let Win denote the weights projecting from the inputs to the units in the recurrent layer. Given the difference
in input dimension between single and dual agent RNNs , modifications to Win is necessary to enable an
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Figure S3: Training loss for RNNs trained on single and dual agent path integration. (A)–(B) Training loss,
as a function of training epoch, for RNNs trained on single and dual agent path integration, respectively. Solid
line is mean across 5 independently trained networks. Shaded area is maximum and minimum of all 5 networks.

Figure S4: Dual agent RNNs are able to decode trajectories when the two agents are near each other. (A)
Distribution of decoding error of dual agent RNN for trajectories where the two agents are on average < 0.10
m from each other. (B) Example true and decoded positions for the four trajectories with the smallest average
distance between agents.

RNN trained on single agent path integration to be tested on dual agent path integration (and vice versa).
Going from single to dual agent path integration (Fig. 1A), we concatenate Win with itself, forming a new
Win = [Win,Win] ∈ RnG×4. Going from dual to single agent path integration (Fig. 1B), we remove the weights
corresponding to the third and fourth inputs. That is, if Win = [Win

1 ,Win
2 ,Win

3 ,Win
4 ], where Win

i corresponds
to the weights projecting from input i to all units in the recurrent layer, then we generate a new set of weights
Win = [Win

1 ,Win
2 ] ∈ RnG×2. Because all other training and architecture hyper-parameters are the same between

RNN models trained on single and dual agent path integration, no other modifications were considered.

To freeze the weights in the recurrent layer, we set those parameters to have requires_grad = False.

D Single unit representation details

D.1 Constructing rate maps

The construction of rate maps, which visualize activity of individual neurons , as a function of physical location,
is a standard tool used to understand the neural representations underlying spatial navigation. In the context of
RNNs trained on single agent path integration, this tool has been used to discover grid, border, and band cells
[27, 28, 29, 31, 32]. To do this, nt trajectories, corresponding to the paths of a single agent, are generated and
used as inputs to RNN models. The activations of each unit in the recurrent layer and the position of the agent
at each time point is saved. The average activation value, for a given position, is then computed and plotted.
Position is resolved at a resolution of m bins in the x− and y−direction, leading to m2 bins in the rate map.

For the dual agent setting, we similarly sample nt trajectories, use them as inputs to dual agent RNNs, and save
the activations. The primary difference for constructing rate maps for dual agent RNNs is that only the position
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Figure S5: Generalization trends are maintained when considering training loss instead of decoding error.
Same as Fig. 1, but when plotting training loss. Note the difference in scales is due to the fact that the dual agent
RNN has summed ground truth place cell activity.

of one of the agents is used to construct the maps (and not both). By default, we take the first agent’s position.
However, since there is no difference between the agents, this choice should not have any major effect.

To better understand the extent to which this choice for visualizing the rate maps affects our interpretations, we
also compute rate maps where only a single agent’s trajectory is sampled. That is, we trained an RNN on dual
agent path integration, but then sample only a single agent’s trajectory when constructing the rate maps, setting
the inputs corresponding to the movement direction and speed of the second agent to 0 (we refer to this approach
as “Dual agent RNN single agent rate map”). We find that, in general, this leads to similar rate maps (compare
Fig. 2B with Fig. S7B).

For all rate maps, we set nt = 1000 and m = 20. We note that it is typical for rate maps to be smoothed by
applying a filter after their construction. However, we chose not to smooth the rate maps (for either single or
dual agent path integration) to ensure that the interpretations of the representations we studied were being driven
by filtering.

D.2 Functional class metrics

Visual inspection of rate maps have led to the identification of subsets of neurons and hidden units that have
distinct properties (e.g., “grid-like”). To quantify these properties and enable unsupervised identification, metrics
have been developed. These are discussed in detail below:

Grid score: Ideal grid cells are characterized by having firing fields distributed along the vertices of a triangular
lattice [5, 6]. For neural data, the grid signature has been found to be more strongly apparent when considering
not the rate map, but the spatial autocorrelogram (SAC) of the rate map. Let Xi denote the rate map corresponding
to unit i in the recurrent layer, and Si denote its SAC. If Si has strong triangular lattice structure, rotating it by
60◦ (which we denote by S60

i ) should lead to a SAC that is highly correlated with the Si. This is similarly true
for rotations of 120◦ and 240◦. High correlations could also arise when there is a finer symmetry. To identify
when this is the case, the correlation between S30

i , S90
i , and S150

i can be taken. The grid score, gsi, is computed
as

gsi =
1

2

[
corr(Si, S60

i ) + corr(Si, S120
i )

]
− 1

3

[
corr(Si, S30

i ) + corr(Si, S90
i ) + corr(Si, S150

i )
]
, (5)

where corr(Si, Sθ
i ) = (

∑
j S̃i,j S̃

θ
i,j)/

∑
j(S̃i,j)

2, with S̃i,j being the j th bin of the SAC of hidden unit i, with
the center peak masked out.

Border score: Ideal border cells are characterized by having their activations selectively aligned along a
border. To compute the border score [7], the rate map corresponding to unit i in the recurrent layer, Xi, is first
thresholded, with any spatial bin having activation < 0.3 ·max(Xi) being set to 0. Connected components of
this thresholded rate map are found using scipy.ndimage and those with area < 200 cm2 are additionally set
to 0 [7]. Let X̃i = Xi ⊙Mi correspond to this masked out rate map, where Mi ∈ {0, 1}m×m is the mask and ⊙
is the element-wise multiplication operation. The maximum coverage along any of the four environment walls,
cMi , is computed by finding the number of non-masked out spatial bins along each wall (i.e., Mi(x, y) = 1) and
dividing it by m. Finally, the mean firing distance, dMi , is computed for each remaining connected component is
by taking the mean of the distance of each spatial bin in the connected component to the nearest wall, weighted
by the normalized activation at that spatial bin. dMi is then defined by taking the average value across all
connected components. The border score, bosi, is the computed as

bosi =
cMi − dMi

cMi + dMi

. (6)
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Figure S6: Consistent individual unit level representations across independently trained dual agent RNNs.
Same as Fig. 2B (top), for all 5 seeds (each corresponding to an independently trained RNN).
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Figure S7: Control experiment rate maps. (A) Visualization of rate maps from an RNN with half the number
of recurrent and output units trained on single agent path integration, with the highest grid, border, and band
scores. (B) Same as Fig. 2B (top), but for rate maps computed from the trajectories of a single agent (Appendix
D.1). Note that the RNN was, as in the case of Fig. 2B (top), trained on dual agent path integration.

Figure S8: Rate maps are consistent when using different agent’s positions. Top row, same as Fig. 4B in
the main text. Bottom row, same as top row, but using the second agent’s position to plot the rate maps, instead
of the first agent’s.

Band score: To the best of our knowledge, no metric that explicitly quantifies the “banded-ness” of neural
activity or hidden unit activations exists. We therefore created one to enable the exploration of how adding
an additional agent affects the development of units with band structure in their rate maps. As with grid and
border scores, let Xi denote the rate map corresponding to unit i in the recurrent layer. Let X(kx, ky) be
a two-dimensional sinusoid with frequency kx, in the x−direction, and ky , in the y−direction. Finally, let
K = {0, 0.1, ..., 2.0} be possible values for kx and ky . The band score, basi, is computed as

basi = max
kx,ky∈K

corrcoef [Xi,Xi(kx, ky)] , (7)

where corrcoef is numpy’s Pearson product-moment correlation coefficient.

D.3 Functional class ablation experiments

To probe how units in the recurrent layer are used in the computations underlying the ability to path integrate
one or two agents, we perform functional class targeted ablation experiments (Fig. 2C). To do this, we rank the
units based on their functional properties (grid, border, or band score). We then ablate units with the highest
p% of the scores by setting all incoming and outgoing weights to 0. That is, if unit i is determined to have a
sufficiently high score and is to be ablated, we set Wrec

i,j = Wrec
j,i = 0, for all j = 1, ..., nG. Here, Wrec are the

weights in the recurrent layer.
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Figure S9: Difference in functional classes that emerge in single and dual agent RNNs persists when
training using greater weight decay. Same as Fig. 2 (A)–(B), but for RNN model trained with weight decay
λ = 10−5. Results computed from 3 independently trained RNNs.

Table S2: Functional class ablation statistics. Mann-Whitney test p-values for RNN model decoding error
(Fig. 2C). Statistics, computed using scipy.stats.mannwhitneyu, correspond to testing the null hypothesis
that the decoding error of the RNN model with functional classes ablated is not greater than the RNN model
with random units ablated. Bolded p-values denote those less than 0.05.

% units removed Functional class Single agent p-value Dual agent p-value

5 Grid cells 0.11 0.99
10 Grid cells 6.4 · 10−4 0.87
15 Grid cells 2.0 · 10−3 0.98
20 Grid cells 3.4 · 10−6 0.98
25 Grid cells 1.3 · 10−2 1.0

5 Border cells 2.9 · 10−7 0.24
10 Border cells 2.9 · 10−7 0.98
15 Border cells 2.9 · 10−7 8.0 · 10−2

20 Border cells 2.9 · 10−7 1.4 · 10−2

25 Border cells 2.9 · 10−7 0.90

5 Band cells 2.9 · 10−7 4.6 · 10−2

10 Band cells 2.9 · 10−7 2.9 · 10−2

15 Band cells 2.9 · 10−7 9.0 · 10−2

20 Band cells 2.9 · 10−7 0.25
25 Band cells 2.9 · 10−7 0.82
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Figure S10: Difference in topology of population level activations corresponding to single and dual agent
RNNs is robustly observed across independently trained networks. Same as Fig. 3A), for two additional
example persistence diagrams, corresponding to two other independently trained RNNs.

E Population representation details

E.1 Topological data analysis

TDA [39] has become a widely used tool in neuroscience [24, 40, 41, 42, 43, 44]. In particular, it has been
leveraged to provide evidence for the population activity of grid cells (from the same module) being constrained
to a two-dimensional toroidal manifold [24]. A core tool in TDA is persistence (co)homology, which is used to
identify topological structure present in data. Persistence (co)homology, applied to neural activity, can loosely
be understood by the following overview. First, the activity of all N neurons, at each time point, is viewed
as a point in the space of all possible population activations. This leads to a point cloud in N -dimensional
space. Balls, of dimension N , are then centered on each point in the cloud. Gradually, the radii of these balls is
increased. When two balls intersect, they are considered a connected component. The topological properties
of all connected components is then computed. In particular, the existence of loops (H1) and two-dimensional
cavities (H2) are extracted and the persistence of these features is measured. This can be visualized in a format
called a persistence diagram.

We computed the Vietoris-Rips persistence diagram corresponding to the activations of all recurrent units for both
single and dual agent RNNs. To do this computation, we used the Ripser python package [78, 79]. However,
persistence diagrams can be subject to noise and are more challenging to compute for high-dimensional spaces.
Therefore, to ensure that the differences in topology observed between single and dual agent RNNs was due to
different properties underlying the population activations, and not noise, we projected the population activations
onto a lower-dimensional subspace and re-computed the persistence diagrams. There are several possible
choices for reducing the dimensionality. A natural option is principal component analysis (PCA). However, we
found that, for the single agent RNN population activations, the subspace identified by PCA does not enable
good multi-output regression with the agent’s location Using partial least squares (PLS) [80], which has been
successfully applied in neuroscience applications [81], we found that both single and dual agent RNN population
activation, captured in a 10-dimensional subspace, can achieved high multi-output regression with the agents’
positions. Therefore, we use PLS to reduce the dimensionality of the population activations, and then computed
the persistence diagram on this reduced subspace (Fig. 3). The PLS was computed using PLSRegression
from sklearn.cross_decomposition. Additional examples of persistence diagrams, corresponding to the
activations of single and dual agent RNNs, are shown in Fig. S10.

To understand how the topology of the population level activations of the single and dual agent RNNs evolves
with training, we computed the persistence diagram associated with an “ideal” two-dimensional torus and
measured the topological distance [46] between the observed persistence diagram and the ideal persistence
diagram. We find that the topology of the single agent RNN is closer to an idealized torus than the topology of
the dual agent RNN (Fig. S11), further supporting our conclusion that the dual agent RNN does not develop the
same attractor structure as the single agent RNN.

E.2 Dynamic similarity analysis

The evolution, in time, of the activations of units in RNNs can be viewed as a dynamical system. The features of
this dynamical system (e.g., fixed points, limit cycles, quasi-periodic attractors, chaos) are dependent on the
inputs and structure of the RNN. Thus, characterizing corresponding dynamical properties offers the ability to
gain insight into the organization of the RNN. Unsurprisingly, use of geometric and topological methods to
interrogate RNN population activation can fail to properly identify similar and dis-similar dynamics, as they are
sensitive to the underlying manifold the activation evolves along [82]. Recent work [47] has used data-driven
tools [83, 84, 85] from Koopman operator theory [86, 87] to extract properties of RNN dynamics that can
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Figure S11: Single agent persistence diagrams are closer to idealized torus than dual agent persistence
diagrams. Box plot corresponding to heat distance between the persistence diagrams of the single and dual
agent RNNs, with the persistence diagram of an idealized torus.

be compared using a precise notion of equivalence, called “topological conjugacy” [88]. Similar approaches
have been used to study the dynamics associated with training deep neural networks [89], as well as iterative
optimization algorithms, more generally [90]. Therefore, we complimented the geometric and topological
analysis performed on the structure of the population level representations (Sec. E.1) with dynamical similarity
analysis (DSA) [47].

To perform DSA, K ∈ N trajectories in physical space, corresponding to K trajectories in population activity
space, are sampled. Each trajectory has temporal length T ∈ N. All the activations are collected into a tensor,
X ∈ RK×T×nG , where nG is the number of units in the recurrent layer. We then perform principal component
analysis (PCA) on X, reducing the number of dimensions so that we get a new tensor X ∈ RK×T×nM ,
where nM < nG. Next, D ∈ N time-delays are then applied, where D < T , and the resulting tensor
H ∈ RK×(T−D)×nMD is then flattened along its first dimension. Dynamic mode decomposition [91] is then
performed to get a compact representation of the dynamics in terms of the Koopman operator [92], which is
restricted to have rank nR < nMD. The Koopman-based representation between the dynamics of the single and
dual agent RNN are then compared, via the “Procrustes over vector field” metric [47].

As can be seen in the brief overview of DSA, there are several hyper-parameters whose value must be chosen.
These include K, D, nM , and nR. To be consistent with the geometric and topological analysis, we set
K = 1000. Because the length of the paths (T = 20) is small, we cannot use too many time-delays. Therefore,
we set D = 4. Because a small number of dimensions were necessary to capture most of the variance of the
activations in both single and dual agent RNNs, we considered nM = 10 and nR = 30 (Fig. 3). To determine
whether this choice affected the conclusion that single and dual agent RNNs have different dynamical properties,
we performed the analysis again, with nM = 50 and nR = 100. Fig. S12 shows a similar conclusion to Fig. 3,
with the Procrustes analysis over vector field metric being nearly 2× larger for comparison between single and
dual agent RNNs than between single and single agent RNNs or dual and dual agent RNNs. However, because
more modes are kept (nM = 50), more noise is present, and the difference is weaker than when fewer modes
are kept.

F Relative position representation details

F.1 Relative position rate maps

To construct the traditional rate maps used to visualize grid, border, and band cells (Fig. 2, Appendix D.1), the
x− and y−coordinates of the environment were split into bins and the average activity, per spatial bin, was
computed using one of the agent’s x- and y-position.

To examine whether there was any tuning in the relative position space, we construct rate maps using not x
and y but ∆x = x1 − x2 and ∆y = y1 − y2, where (x1, y1) and (x2, y2) are the locations of the two agents
(the ordering is arbitrary, but fixed). This provides a transformation from the allocentric reference frame to
the relative space reference frame (Fig. S13A). Note that this transformation is not one-to-one, as multiple
configurations of agents position in allocentric space have the same relative space coordinates. Note that relative
space reference frame has twice the range, in each dimension, as allocentric space. This is because, while
x, y ∈ [−L/2, L/2], ∆x,∆y ∈ [−L/2, L/2].
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Figure S12: Difference of activation dynamics between single and dual agent RNNs is consistent with
different choice of DSA hyper-parameters. Same as Fig. 2, but with a different choice of DSA hyper-
parameters.

Figure S13: Dual agent RNNs develop tuning to “relative space”. (A) Schematic illustration of a trans-
formation from the allocentric reference frame to the relative space reference frame. (B) Distribution of grid
scores (across 5 independently trained RNNs), computed on the relative space rate maps (Appendix F.1). (C)
Visualization of relative space rate maps, from an individual dual agent RNN, with the highest relative space grid
scores. (D) Distribution of spatial information, computed on the relative space rate maps. Distribution includes 5
independently trained RNNs. (E) Visualization of relative space rate maps, from an individual dual agent RNN,
with the highest relative space spatial information. (F) Decoding error of dual agent RNNs with units having the
highest relative space spatial information ablated. Dashed line and shaded area same as Fig. 2C. Mann-Whitney
test is used to compute p-values (∗∗ : p < 0.01−see Table S3 for statistics).

Interpreting the rate maps constructed in the relative space can be slightly un-intuitive. To aid in this, we provide
illustrations of three relative space rate maps, with specific locations of the rate map visualized in the allocentric
reference frame (Fig. S14B). As noted above, because the mapping is not one-to-one, these are not the only
possible realizations of the allocentric space. From these examples, we see how a unit in the recurrent layer
that is identified from its allocentric rate map as a grid cell has the same average activity across a wide range of
relative positions of the two agents (Fig. S14A, left). In contrast, the example border cell responds only when
both agents are along the borders (Fig. S14A, middle), which can be seen by the activations being restricted
to when ∆x is at its minimal and maximal values. For an example band cell, again there is specificity in the
response related to the value of ∆x, with activity occurring only at certain intervals (Fig. S14A, right). In
between those intervals, there is little activation.
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Figure S14: Border and band cells additionally encode relative space information, but not grid cells. (A)
Comparison of rate maps in allocentric space (top) and relative space (bottom), for units, from an individual dual
agent RNN, that had high grid, border, and band scores. Top row is the same as Fig. 2B (bottom). (B) Example
relative space rate maps (with the functional class their allocentric ratemaps had high scores for), with schematic
illustrations of possible configurations for different locations in relative space.

F.2 Spatial information

To quantify the amount of information neural responses encode about specific variables, the metric spatial
information was developed [55]. In particular, the spatial information, SIi, encoded by the rate map corresponding
to unit i in the recurrent layer, Xi, is computed by

SIi =
1

X̄i

∑
x,y

p(x, y)Xi(x, y) log2

(
Xi(x, y)

X̄i

)
, (8)

where X̄i is the mean value of rate map i over all space, x and y correspond to the m spatial bins in each
direction that are used to construct the rate map, and p(x, y) is the probability that the agent was in the spatial
bin (x, y).

We compute the spatial information on the relative rate maps (Figs. S13, Appendix F.1). While a useful tool,
the spatial information can be skewed by units that (spuriously) respond highly to only a single spatial bin (see
Fig. S13E, top left rate map). Additionally, the multiplicative dependence on p(x, y) can lead to high spatial
information in specific bins, when the probability is skewed. Indeed, we find that p(x, y), in the relative space,
is heavily distributed towards the center of the rate maps, corresponding to the two agents being near each other.
Thus, while a useful tool for enabling us to identify a new functional class of units, these results do not rule out
other interesting responses in relative space (or other reference frames).

F.3 Relative space ablation experiments

To probe the importance of the units in the hidden recurrent layer that encode relative space, we perform the
same ablation studies as described in Appendix D.3, but ranking units based on the spatial information present
in their relative space rate maps, as opposed to their grid, border, or band scores.
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Table S3: Relative space ablation statistics. Mann-Whitney test p-values for dual agent RNN model decoding
error (Fig. S13E) for units with the highest relative space spatial information ablated (Appendix F.3). Details
same as Table S2.

% units removed p-value

5 1.3 · 10−3

10 6.4 · 10−4

15 6.8 · 10−3

20 4.6 · 10−4

25 2.2 · 10−3

NeurIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the paper’s
contributions and scope?

Answer: [Yes]

Justification: The claims in the abstract and introduction are grounded in experimental results discussed
in detail in Sec. 2 and Figs. 1–3.

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims made in the
paper.

• The abstract and/or introduction should clearly state the claims made, including the contributions
made in the paper and important assumptions and limitations. A No or NA answer to this
question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how much the
results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals are not
attained by the paper.

2. Limitations

Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: The limitations inherent in the RNN model explored, and the rationale for using them,
are discussed in Sec. 1. In addition, there is a Limitations subsection present in Sec. 3 where more
detailed discussion is presented.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that the paper
has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to violations of

these assumptions (e.g., independence assumptions, noiseless settings, model well-specification,
asymptotic approximations only holding locally). The authors should reflect on how these
assumptions might be violated in practice and what the implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was only tested
on a few datasets or with a few runs. In general, empirical results often depend on implicit
assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach. For
example, a facial recognition algorithm may perform poorly when image resolution is low or
images are taken in low lighting. Or a speech-to-text system might not be used reliably to provide
closed captions for online lectures because it fails to handle technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms and how
they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to address problems
of privacy and fairness.

24



• While the authors might fear that complete honesty about limitations might be used by reviewers
as grounds for rejection, a worse outcome might be that reviewers discover limitations that
aren’t acknowledged in the paper. The authors should use their best judgment and recognize
that individual actions in favor of transparency play an important role in developing norms that
preserve the integrity of the community. Reviewers will be specifically instructed to not penalize
honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and a complete
(and correct) proof?

Answer: [NA]

Justification: The paper does not include any theoretical results.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if they appear in

the supplemental material, the authors are encouraged to provide a short proof sketch to provide
intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented by
formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main experimental
results of the paper to the extent that it affects the main claims and/or conclusions of the paper
(regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Detail on the modifications used to enable existing RNN models to perform dual agent
path integration are presented in Sec. ??. Full details regarding the parameters used to train the RNN
models and details on the analysis used to interrogate the experimental results are presented in the
Appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived well by the

reviewers: Making the paper reproducible is important, regardless of whether the code and data
are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken to make
their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways. For
example, if the contribution is a novel architecture, describing the architecture fully might suffice,
or if the contribution is a specific model and empirical evaluation, it may be necessary to either
make it possible for others to replicate the model with the same dataset, or provide access to
the model. In general. releasing code and data is often one good way to accomplish this, but
reproducibility can also be provided via detailed instructions for how to replicate the results,
access to a hosted model (e.g., in the case of a large language model), releasing of a model
checkpoint, or other means that are appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submissions
to provide some reasonable avenue for reproducibility, which may depend on the nature of the
contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how to

reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe the

architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should either be

a way to access this model for reproducing the results or a way to reproduce the model (e.g.,
with an open-source dataset or instructions for how to construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case authors are
welcome to describe the particular way they provide for reproducibility. In the case of
closed-source models, it may be that access to the model is limited in some way (e.g.,

25



to registered users), but it should be possible for other researchers to have some path to
reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instructions to
faithfully reproduce the main experimental results, as described in supplemental material?

Answer: [No]

Justification: Our full code will be released upon acceptance of the paper. However, the open source
code that was developed upon to create our RNN models is linked (and the corresponding paper cited)
in Appendix B.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be possible,
so “No” is an acceptable answer. Papers cannot be rejected simply for not including code, unless
this is central to the contribution (e.g., for a new open-source benchmark).

• The instructions should contain the exact command and environment needed to run to reproduce
the results. See the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how to access
the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new proposed
method and baselines. If only a subset of experiments are reproducible, they should state which
ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized versions (if
applicable).

• Providing as much information as possible in supplemental material (appended to the paper) is
recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyperparameters,
how they were chosen, type of optimizer, etc.) necessary to understand the results?

Answer: [Yes]

Justification: The hyper-parameters used for training the RNN models are presented in Table S1. The
base code is linked to in Appendix B.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail that is

necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate informa-
tion about the statistical significance of the experiments?

Answer: [Yes]

Justification: Figures that compare mean values across populations of independently trained RNNs
have error bars that have their value reported. When claims of statistical significance are made, the
statistical test used to make the conclusion and the p-values are reported (Tables S2, S3).

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confidence

intervals, or statistical significance tests, at least for the experiments that support the main claims
of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for example,
train/test split, initialization, random drawing of some parameter, or overall run with given
experimental conditions).

• The method for calculating the error bars should be explained (closed form formula, call to a
library function, bootstrap, etc.)

26

https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy
https://nips.cc/public/guides/CodeSubmissionPolicy


• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error of the

mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should preferably report

a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of Normality of errors is
not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or figures
symmetric error bars that would yield results that are out of range (e.g. negative error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how they were
calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the computer
resources (type of compute workers, memory, time of execution) needed to reproduce the experiments?

Answer: [Yes]

Justification: Information on the AWS GovCloud instance used for all training and analysis was
reported in Appendix B.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster, or cloud

provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual experimental

runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute than the

experiments reported in the paper (e.g., preliminary or failed experiments that didn’t make it into
the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the NeurIPS Code
of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Potential harm and negative societal impact were mitigated.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a deviation

from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consideration due

to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative societal impacts
of the work performed?

Answer: [Yes]

Justification: There is no significant negative societal impact of this work. The positive societal impact
of this work was discussed in Secs. 1, 3.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal impact or

why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses (e.g.,

disinformation, generating fake profiles, surveillance), fairness considerations (e.g., deploy-
ment of technologies that could make decisions that unfairly impact specific groups), privacy
considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied to particular
applications, let alone deployments. However, if there is a direct path to any negative applications,
the authors should point it out. For example, it is legitimate to point out that an improvement in
the quality of generative models could be used to generate deepfakes for disinformation. On the
other hand, it is not needed to point out that a generic algorithm for optimizing neural networks
could enable people to train models that generate Deepfakes faster.

27

https://neurips.cc/public/EthicsGuidelines


• The authors should consider possible harms that could arise when the technology is being used
as intended and functioning correctly, harms that could arise when the technology is being used
as intended but gives incorrect results, and harms following from (intentional or unintentional)
misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation strategies
(e.g., gated release of models, providing defenses in addition to attacks, mechanisms for monitor-
ing misuse, mechanisms to monitor how a system learns from feedback over time, improving the
efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible release of
data or models that have a high risk for misuse (e.g., pretrained language models, image generators, or
scraped datasets)?

Answer: [NA]

Justification: This paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with necessary

safeguards to allow for controlled use of the model, for example by requiring that users adhere to
usage guidelines or restrictions to access the model or implementing safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors should
describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do not require
this, but we encourage authors to take this into account and make a best faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in the paper,
properly credited and are the license and terms of use explicitly mentioned and properly respected?

Answer: [Yes]

Justification: The code base that was used to evalaute single agent RNNs and develop dual agent
RNNs is linked in Appendix B and the related papers are cited throughout our work.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of service of

that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the package should

be provided. For popular datasets, paperswithcode.com/datasets has curated licenses for
some datasets. Their licensing guide can help determine the license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of the derived
asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to the asset’s
creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation provided
alongside the assets?

Answer: [No]

Justification: The code enabling the training of dual agent RNNs has been be made publicly available
and can be accessed at https://github.com/william-redman/Not-So-Griddy.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their sub-

missions via structured templates. This includes details about training, license, limitations,
etc.

• The paper should discuss whether and how consent was obtained from people whose asset is
used.
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• At submission time, remember to anonymize your assets (if applicable). You can either create an
anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper include
the full text of instructions given to participants and screenshots, if applicable, as well as details about
compensation (if any)?

Answer: [NA]

Justification: No crowdsourcing nor research with human subjects was performed.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

• Including this information in the supplemental material is fine, but if the main contribution of the
paper involves human subjects, then as much detail as possible should be included in the main
paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation, or other
labor should be paid at least the minimum wage in the country of the data collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human Subjects
Question: Does the paper describe potential risks incurred by study participants, whether such
risks were disclosed to the subjects, and whether Institutional Review Board (IRB) approvals (or an
equivalent approval/review based on the requirements of your country or institution) were obtained?

Answer: [NA]

Justification: No human or animal work was performed in this paper.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent) may be
required for any human subjects research. If you obtained IRB approval, you should clearly state
this in the paper.

• We recognize that the procedures for this may vary significantly between institutions and
locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the guidelines for
their institution.

• For initial submissions, do not include any information that would break anonymity (if applica-
ble), such as the institution conducting the review.
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