
A Co-concerned Multilingual Topic Detection Model Based on mT5 and
Frequency Entropy

Anonymous ACL submission

Abstract

Topic models play a crucial role in various001
fields such as text classification and seman-002
tic extraction. However, the enhancement of003
the quality of topic words faces persistent chal-004
lenges and has been explored for a long time.005
Among these, attention bias stemming from dif-006
ferent language cultures often emerges, particu-007
larly in hot events. While topic models excel at008
detecting incident topics, they are susceptible009
to the influence of bias misguidance. Further-010
more, existing topic models encounter limita-011
tions when applied to multilingual corpora, as012
synonymous multilingual representations may013
disproportionately occupy the forefront of the014
output sequence. In light of these issues, we015
propose a model that combines the text cluster-016
ing algorithm of BERTopic with the extraction017
of topic words using a tuned mT5. The output018
words are filtered using a word table that stores019
words with high information entropy in multi-020
ple languages. We conducted experiments on021
our dataset, demonstrating high performance022
not only in commonly focused multilingual023
topic detection but also in the elimination of024
output redundancy.025

1 Introduction026

Various language cultures exhibit inherent biases027

in their focus on daily hot news(Smith et al., 2018).028

As illustrated in Figure 1, Arabs may demonstrate029

a heightened concern for religious topics, whereas030

Americans might prioritize human rights. Distinc-031

tive topic preferences are ubiquitous worldwide032

during specific periods. Detecting common con-033

cerns can mitigate the impact of cognitive biases034

originating from different cultures, offering sub-035

stantial potential value.036

However, existing topic models cannot effec-037

tively highlight commonly concerned topics. For038

instance, LDA(Blei et al., 2003) is a probabilis-039

tic generation model capable of detecting topic040

Figure 1: People’s attention varies across different coun-
tries, leading to attention biases in different languages.
The co-concerned topic holds significant value.

structures from text using the Dirichlet distribu- 041

tion. HDP(Teh et al., 2004) introduces an infi- 042

nite probabilistic process to automatically infer 043

topic structures. BERTopic(Grootendorst, 2022) 044

employs an architecture that creates sentence em- 045

beddings through SBERT(Reimers and Gurevych, 046

2019) and utilizes c-tf-idf to extract topic words 047

from clustered texts. None of these models can 048

adequately emphasize co-concerned topics across 049

multiple languages. Furthermore, many keywords 050

with similar meanings often co-occur simultane- 051

ously in outputs(Grootendorst, 2022), given their 052

comparable frequency or distribution in the corpus. 053

With the word sorting function in each topic 054

model, these keywords might occupy a dispropor- 055

tionately large portion of the sequence’s front space, 056

causing potentially valuable words to be ranked in a 057

more arbitrary manner behind them. These factors 058

not only perpetuate the influence of attentional bias 059

on topic models but also contribute to low-quality 060

output. 061
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To filter biased topics and extract qualified topic062

words, we incorporate information entropy to iden-063

tify co-concerned multilingual topics. The entropy064

of each word’s appearance distribution in differ-065

ent languages is computed as frequency entropy,066

and synonyms are merged by calculating the cosine067

similarity of the mBERT-generated vectors. This068

process aims to create our proposed co-concerned069

word table.070

Subsequently, we utilize the fine-tuned mT5071

(Xue et al., 2020) to extract topic words from indi-072

vidual "text" to avoid output loss caused by sorting073

words from entire "texts." Synonyms can be stored074

using any desired language form for translation.075

To assess the limitations on multilingual cor-076

pora, we also evaluate classical topic models using077

the OCTIS(Terragni et al., 2021) framework. Our078

method effectively enhances the quality of topic079

words and the capacity for detecting co-concerned080

topics. The primary contributions of this paper are:081

1. We introduced a new multilingual topic detec-082

tion model capable of constructing a co-concerning083

table for effective co-concerned topic detection and084

removing synonym redundancy.085

2. We tuned mT5 for extracting from a single086

text to preserve potential topic words and unveil087

more details of incidents.088

3. The proposed model has been evaluated089

on our customized datasets, and it outperforms090

other matrix-factorization based or Neural Network091

based models in co-concerned degree, thereby val-092

idating the effectiveness of leveraging words’ fre-093

quency entropy under different languages.094

2 Related Work095

Multilingual topic detection is extensively explored096

in the domains of information mining and intel-097

ligence analysis. In a comprehensive evaluation098

conducted by Huber et al.(Huber and Spiliopoulou,099

2019), there are three methods including neural100

networks, attention mechanism based and rule-101

based hybrid method assessed for creating clus-102

ters from either multilingual word embeddings or103

monolingual clusters. Additionally, an ontology-104

based methodology is proposed for automatic topic105

detection without prior information, leveraging hi-106

erarchical clustering algorithms and a multilingual107

knowledge base(Gutiérrez-Batista et al., 2018).108

Another approach involves detecting underlying109

topics in multilingual datasets through clustering.110

This method relies on multilingual aligned embed-111

Figure 2: Here is an illustration of a co-concerned topic
word sorting table. Let w represent the words appearing
in the corpus, where W denotes the related synonyms in
English contained within S. Each item in W is ranked
based on the information entropy EW .

dings and community detection in (Stefanovitch 112

et al., 2023). Furthermore, the advent of multilin- 113

gual pretraining models has introduced novel ap- 114

proaches to multilingual topic analysis. The cluster- 115

ing process of BERTopic, upon which our work is 116

based, utilizes multilingual sentence BERT for em- 117

bedding. Although redundancy can be addressed 118

theoretically by applying maximal marginal rele- 119

vance (Carbonell and Goldstein, 1998) to the top 120

n words, it hasn’t been explored detailedly. Hence, 121

’diversity’ in MMR serves as a hyperparameter ex- 122

perimented within our work. 123

Moreover, given that multilingual sentence em- 124

beddings effectively preserve word semantics, the 125

tensor similarity of BERT embeddings is multiplied 126

by each topic’s LDA probability value to explore 127

the evolution of topics in (Xie et al., 2020). 128

While information entropy is commonly em- 129

ployed for keyword extraction, its application in 130

topic clustering is less frequent. Yang et al.(Yang 131

et al., 2013) propose a novel metric to evaluate 132

and rank the relevance of words in a text. The 133

method utilizes the Shannon’s entropy difference 134

between the intrinsic and extrinsic modes, empha- 135
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Figure 3: The architecture overview of our model. We build the co-concerned word table sorting words by E and
make softmax in mT5 choose output words from it. Topic clustering parts follow BERTopic.

sizing that relevant words significantly reflect the136

author’s writing intention. Singhal et al.(Singhal137

and Sharma, 2021) introduce and analyze a domain-138

independent statistical method for keyword extrac-139

tion using Rényi entropy. Experimental results140

indicate that the Rényi entropy-based word ranking141

metric exhibits reliable performance and coherence142

with previously defined entropy-based methods.143

In another study, Xu et al.(Xu et al., 2022) em-144

ploy link prediction and structural-entropy meth-145

ods to predict scientific breakthrough topics. The146

temporal changes in the structural entropy of a147

knowledge network are utilized to identify poten-148

tial breakthrough topics. All these works lever-149

age information entropy to unveil potential statisti-150

cal characteristics of the data, which enlighten us151

on multilingual commonly concerned topic extrac-152

tion..153

3 Model154

3.1 Frequency Entropy Under Different155

Languages156

Shannon’s entropy of word frequency under dif-157

ferent languages is utilized to construct the Co-158

concerned words table and rank its entries. Let’s159

assume that the i-th topic contains words as160

Topicn = {wn1, wn2, · · ·wnj}. Following the161

table-building process of translation and synonym162

merging, each word wni is mapped to a specific lan-163

guage form of its synonym Wni, present in the set164

Sn = {Wn1,Wn2, · · ·Wnq}.For the merged Wni,165

we count the frequency of each synonym wn under166

language l as FlW . Consequently, the probability167

of the appearance of W ’s synonym under language 168

l is: 169

PlW =
FlW

L∑
i=1

FiW

(1)

L is the number of languages. Then the fre- 170

quency entropy EW for W under each language is 171

given by: 172

EW = −
L∑
l=1

PlW logPlW (2)

By ranking the information entropy EW , we can 173

construct the co-concerned topic word sorting table 174

Tco−concerned, as illustrated in Figure 2. 175

3.2 Tuning of mT5 176

mT5 (Xue et al., 2020) is an encoder-decoder lan- 177

guage model, parametrized as pϕ(y|x), where x 178

represents the single text, and y denotes the gener- 179

ated topic words. Let z be the concatenation of x 180

and y, and hi represents the activation at time step 181

i. Xidx and Yidx denote the sequences of indices 182

corresponding to x and y. The initialization of ϕ 183

utilizes the pretrained mT5_multilingual_XLSum 184

model.To address parts shorter than the maximum 185

input and output length, we add zero to the mask 186

and -100 to the label. This ensures that attention 187

and cross-entropy loss disregard these parts. Sub- 188

sequently, we perform gradient updates on the fol- 189

lowing objective: 190
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"Text-Words" Dataset Zh Ar En Ja Ko Mixed Total
Training Set 990 1000 1000 1034 983 1000 6007

Test Set 379 406 400 403 400 400 2388

Table 1: Distribution of dataset sizes under five languages for mT5’s tuning, comprising pure texts and randomly
language-mixed texts for each of the five languages.

max
ϕ

log pϕ(y|x) =
∑

i∈yidx

log pϕ(zi | h<i) (3)

As one of the most widely used parameter-191

efficient tuning methods, prefix-tuning(Li and192

Liang, 2021) employs continuous word embed-193

dings to optimize prompts instead of discrete to-194

kens. The trainable matrix Pθ is initialized to store195

the prefix parameters. To prevent unstable opti-196

mization and mitigate a slight drop in performance,197

the matrix undergoes reparametrization, given by198

Pθ[i, :] = MLPθ (P
′
θ[i, :]), where P ′

θ is composed199

of a large feedforward neural network (MLP). Only200

the prefix parameters θ are trained.201

3.3 The Co-concerned Topic Detection Model202

UMAP(McInnes et al., 2018) and HDB-203

SCAN(McInnes et al., 2017) are implemented to204

cluster documents in BERTopic. Each document205

are fed into mT5 then. Except frequency entropy,206

we use Google translation and synonym aggre-207

gation based on mBERT and cosine similarity208

to build Tco−concerned as where softmax get the209

output words from.210

UMAP(McInnes et al., 2018) and HDB-211

SCAN(McInnes et al., 2017) are implemented to212

cluster documents in BERTopic. Each document213

is subsequently processed through mT5. In ad-214

dition to frequency entropy, the construction of215

Tco−concerned involves Google translation and syn-216

onym aggregation based on mBERT, utilizing co-217

sine similarity. The softmax function is applied to218

obtain the output words from Tco−concerned.219

4 Experiment220

Our experiments consist of three parts: mT5 tuning,221

baseline evaluation, and model evaluation.222

4.1 Dataset223

Tuning Dataset. The dataset utilized for mT5224

tuning is in "text-words" format. Initially, text is225

collected from news websites in five different lan-226

guages. Then we sample 30 texts in each batch for227

BERTopic, applying tf-idf and maximal marginal 228

relevance to obtain high-quality topic words. Ad- 229

ditionally, we get one thousand texts that are a 230

random mixture of the five languages, translated 231

into English for extracting topic words (to avoid 232

the inadaptability of tf-idf on multiple languages). 233

Then we mix their corresponding original represen- 234

tations to construct language-mixed "Text-Words" 235

for the dataset. This dataset is further divided into 236

training and test sets, with its configuration detailed 237

in Table 1. 238

Evaluation Dataset. A customized dataset is 239

essential for evaluating the newly proposed "co- 240

concerning" matrix. For each news topic (Sports, 241

Warfare, Sci. & Tech, Economy, Political), we as- 242

sociate each language with a specific event and in- 243

troduce a mixed-language event as well, labeled as 244

co-concerned (as illustrated in Table 4). There are 245

five news topics, and each topic comprises 20 event- 246

specific news articles for each language, along with 247

the co-concerned part. 248

4.2 Tuning on Topic Extraction Task 249

Topic word extraction task is based on the 250

mT5_multilingual_XLSum model from hugging- 251

face with fine-tuning and prefix-tuning methods. 252

We restrict the input length to 1024 tokens and out- 253

put length to 64 tokens, which is about ten words’ 254

output for each text. Both methods implement the 255

optimizer of AdamW with a learning rate of 2e−5. 256

The learning rate optimization strategy adopts lin- 257

ear strategy. The loss function is cross-entropy, and 258

there are 20 epochs of training. Since we focus 259

on the existence of each single word in the label 260

sequence, the evaluation metric of topic extraction 261

task is rouge-1. 262

4.3 Tuning on Topic Extraction Task 263

The topic word extraction task is performed using 264

the mT5_multilingual_XLSum model from Hug- 265

ging Face, employing fine-tuning and prefix-tuning 266

methods. We constrain the input length to 1024 to- 267

kens and the output length to 64 tokens, which 268

equates to approximately ten words’ output for 269

each text. Both methods utilize the AdamW opti- 270
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Topic Model Topic Coherence Topic Diversity
BERTopic (Best Score) 0.515 0.925
CTM (Best Scorhe) 0.486 0.953
HDP 0.103 0.825
LDA 0.366 0.903
NeuralLDA 0.389 0.893
NMF 0.345 0.509
ProdLDA 0.334 0.855
Ours 0.557 0.961

Table 2: Evaluation results for different models which indicate that our proposed model achieves the highest topic
coherence and topic diversity score.

Figure 4: Results of tuning on mT5. We choose rouge-1 as evaluation matrix because only the existence of single
word from output is considered. Results of tuning on mT5. We choose rouge-1 as the evaluation metric since only
the existence of single word from output is needed to be considered.

mizer with a learning rate of 2e−5. The learning271

rate optimization strategy follows a linear approach.272

The loss function employed is cross-entropy, and273

the training spans 20 epochs. Given our emphasis274

on the presence of each individual word in the la-275

bel sequence, the evaluation metric for the topic276

extraction task is rouge-1.277

4.4 Evaluations278

Baselines. We conduct training for BERTopic,279

CTM(Song et al., 2020), LDA, HDP, Neu-280

ralLDA(Srivastava and Sutton, 2017), NMF(Wang281

and Zhang, 2012), and ProdaLDA(Srivastava and282

Sutton, 2017) on the OCTIS framework(Terragni283

et al., UMAP2021). The model hyperparameters284

are summarized in Table 3(Egger and Yu, 2022). 285

Texts undergo cleaning, and news articles with 286

fewer than 100 words are filtered out. Following 287

the approach in (Abdelrazek et al., 2022), we utilize 288

multiple pretrained multilingual SBERT models for 289

BERTopic and CTM. Parameters not mentioned in 290

Table 3 are set to default values. 291

The performance of the topic models in this 292

study is assessed using two widely-adopted met- 293

rics: topic coherence and topic diversity. For each 294

topic model, the topic coherence is evaluated us- 295

ing the coefficient of variance (C_V(Abdi, 2010)). 296

This metric ranges from [-1, 1], with 1 indicating 297

a perfect association. Topic diversity, as defined 298

by (Dieng et al., 2020), represents the percentage 299
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of unique words across all topics. This measure300

ranges from [0, 1], where 0 suggests redundant301

topics and 1 signifies more diverse topics.302

Recognizing that the evaluation metrics are not303

suitable for multiple languages, we translate both304

the output words and input text into English for305

evaluation. Each model undergoes 200 training306

runs, and the median value is selected as the final307

score. The model demonstrating the best perfor-308

mance is considered the baseline.309

Co-concerning Measure. The matrix310

Pn
co_concerned gauges the degree of alignment311

between topic words and the co-concerned event.312

We consider the top n% of words from each output313

iteration, denoted by set S. Here L represents314

the number of languages. For every word Wi,315

assuming it appears in li different languages, and316

each synonym w is associated with it, we have:317

Pn
co_concerned =

n%∗|S|∑
i=1

li

L ∗ n% ∗ |S|
(4)

Given that stop words may get high values, it is318

imperative to exclude them during the preprocess-319

ing stage. Our experiment focuses on the top n%320

of 200 output words.321

Redundancy. Redundancy elimination is a key322

innovation of our model. The comparative experi-323

ment is conducted as follows: assume S
′
i represent324

the i-th set of redundant words from the output,325

with a total count of n. We tally the number of326

distinct words within the output set S and then cal-327

culate the proportion relative to the length of the328

original output S using the following formula:329

RS = 1− |S − S
′
1 ∪ S

′
2 · · · ∪ S

′
n|+ n

|S|
(5)

We use 1 as the minuend to obtain the redun-330

dancy degree of the output word sequence S.. In331

each evaluation, we consider 200 words and record332

the redundancy in the top n% words. The size333

of the redundant word set depends on the cosine334

similarity threshold of the word vectors.335

5 Results336

In this section, we present the results of mT5’s tun-337

ing and the performance comparison with baseline.338

5.1 Tuning Tasks 339

The tuning results are depicted in Figure 4. Prefix- 340

tuning, with fewer parameters, exhibits signif- 341

icantly inferior performance compared to fine- 342

tuning.. After 20 epochs, the final rouge-1 score is 343

0.383. Considering synonyms in the result would 344

yield a higher score, implying that mT5 already 345

possesses topic extraction capabilities. 346

5.2 Model Performance 347

TC & TD. As shown in Table 5 and Table 6, CTM 348

and BERTopic tried different multilingual embed- 349

ding model. The best scores is compared with 350

other models as shown in Table 2. Our model has 351

competitive performance with 0.577 coherence and 352

0.961 diversity. It indicates that as the topic word 353

extraction is from each single text, mT5 can dig 354

enough high performance(TC and TD) words. And 355

the front-ranking ones by frequency entropy tend 356

to be these high quality words. 357

As illustrated in Table 5 and Table 6, CTM and 358

BERTopic experimented with various multilingual 359

embedding models. The best scores are compared 360

with other models, as presented in Table 2. Our 361

model exhibits competitive performance with a co- 362

herence score of 0.577 and a diversity score of 363

0.961. This suggests that by extracting topic words 364

from individual texts, mT5 can yield sufficiently 365

high-performing words in terms of Topic Coher- 366

ence (TC) and Topic Diversity (TD). 367

Co-concerning. As shown in Figure 5, fre- 368

quency entropy makes about 56% front of words 369

are all five languages co-concerned focus ones. The 370

lower proportion in the back may be due to the fact 371

that the rear words of the table appear in only four 372

or fewer languages. BERTopic’s output is ranked 373

by c-TF-IDF, which makes the co-concerned words 374

just appear randomly with no highlighting. 375

As shown in Figure 5, frequency entropy makes 376

approximately 56% of the words at the forefront 377

are topics of co-concern across all five languages. 378

The lower proportion towards the back may be at- 379

tributed to words that appear in only four or fewer 380

languages. In contrast, BERTopic’s output ranked 381

by c-TF-IDF, presents co-concerned words ran- 382

domly with no highlighting. 383

Redundancy. In Figure 6, BERTopic shows 384

much higher proportion of synonyms redundancy 385

in the sequence’s front. Our model has 40% less 386

redundancy in the top 10% words and as the statis- 387

tical vocabulary increases, the proportion of both 388
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Figure 5: The proportion of co-concerning words in the top n% calculated by Formula 4

Figure 6: The proportion of synonyms in the top n% words calculated by Formula 5

tends to flatten out. After adding the word sorting389

function by Table Tco−concerned, redundant words390

just appear several times in our model’s output,391

which is the normal efficiency limitation of word392

vectors generated by mBERT.393

"In Figure 6, BERTopic exhibits a notably higher394

proportion of synonym redundancy in the se-395

quence’s front. Our model, on the other hand,396

demonstrates a 40% reduction in redundancy397

within the top 10% of words. As the statistical398

vocabulary expands, the proportions for both mod-399

els tend to level out. The incorporation of the400

word sorting function by Table Tco−concerned in401

our model results in redundant words appearing402

only a few times in the output, which is the inher-403

ent efficiency limitation of word vectors generated404

by mBERT.405

6 Conclusion 406

We proposed a model capable of extracting co- 407

concerned topic words from different languages. 408

Following the BERTopic approach, we clustered 409

texts and utilized mT5 to extract topics from each 410

text. We constructed a word table (referred to as 411

Tco−concerned in this paper) to rank the top n words 412

based on the entropy of word appearance frequency 413

in different languages. The merging of synonyms 414

during output generation helps to eliminate redun- 415

dancy. Experimental results and outputs obtained 416

on our test set (as shown in Table 7) demonstrate 417

that our model significantly outperforms the base- 418

line model, BERTopic. This validates that the per- 419

formance of multilingual co-concerned topic de- 420

tection can be effectively enhanced by considering 421

multilingual frequency entropy. 422

Regarding the limitations, our model necessi- 423
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tates refinement in constructing the word table424

due to the influence of the word vector extraction425

method on synonym aggregation. Moreover, the426

effectiveness of vocabulary translation significantly427

impacts the quality of the vocabulary list, which428

challenges the model’s robustness.429
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Model Hyperparameter Values/Range

All Number of topics [5,20]

LDA

Chunksize {64,128,. . . . . . 1024}
Alpha symmetic,auto

Eta symmetic,auto
Number of passes [1,20]

Inerations {10,30,50,70,90}
Gammathreshold [0.001,0.005]

CTM

Bert model

distiluse-base-multilingual-
cased-v2, xlm-mlm-100-1280,
xlm-roberta-base,xlm-roberta-

large,
paraphrase-multilingual-

MiniLM-L12-v2,
paraphrase-multilingual-mpnet-

base-v2
Activation function elu,sigmoid,softplus,selu

Dropout [0,0.9]
Number of layers {1,2,3,4,5}

Number of samples {10,50,100,200}
Momentum [0,0.9]

Learning rate [10−3, 10−1]
Optimizer adam,sgd

Bertopic Bert model

aubmindlabbert-large-
arabertv2,

aubmindlabbert-base-
arabertv02-twitter,

aubmindlabbert-large-
arabertv02,

aubmindlabbert-base-arabertv2,
xlm-roberta-base,
xlm-roberta-large,

xlm-mlm-100-1280, paraphrase-
multilingual-mpnet-base-v2,
distiluse-base-multilingual-

cased-v2

HDP
Max_chunks {10,20,. . . . . . ,50}
Chunksize {64,128,256,512,1024}

Kappa {-1,-0.8,-0.6,. . . . . . ,1}

NeuralLDA
Dropout [0,0.9]

Num_layers [1,5]
Batch_size {64,128,256,512,1024}

NMF
Chunksize {64,128,256,512,1024}

Passes [1,20]

ProdLDA
Dropout [0,0.9]

Batch_size {64,128,256,512,1024}
Num_layers [1,5]

Table 3: Hyperparameter settings of topic Models evaluation.

10



Topic Zh Ar
Sports Quan Hongchan won the title Cristiano Ronaldo joins Riyadh
warfare The South Sea dispute of CHN-PH Israeli-palestinian conflict

Sci. & Tech Wen Xin Yi Yan release Reuse of e-waste
economy Cidic debt Oil and gold prices rose
political The twentieth Congress China-arab summit
Topic En Ja
Sports Nuggets vs. Lakers in NBA Finals Shohei Otani won the AL MVP Award
warfare American troops withdraw from Afghanistan Situation across the Taiwan Strait

Sci. & Tech Launch of the Musk Starship Solar cell "perovskite"
economy United States inflation Shibuya large-scale startup support event
political David Cameron become Britain’s foreign secretary Nuclear sewage discharge
Topic Ko Co-concerned
Sports 2023 Asian Professional Baseball Championship 2022 World Cup Final
warfare Situation on the Korean Peninsula Crimean Bridge explosion

Sci. & Tech Samsung developed its own large model Gauss Chatgpt4.0 release
economy Korea’s latest GDP release IMF releases World Economic Outlook
political APEC meeting Xi Jinping visit America

Table 4: Five topics and the corresponding events described in each language. The co-concerned section consists of
a mix of news under five languages. Each event consists of 20 news items.

Embedding Model (CTM) Topic Coherence Topic Diversity
distiluse-base 0.373 0.867
MiniLM 0.468 0.892
MPENT 0.484 0.892
xlm-mlm-100-1280 0.486 0.901
xlm-roberta-base 0.379 0.941
xlm-roberta-large 0.427 0.953

Table 5: Scores of topic coherence and topic diversity with different embedding in CTM.

Embedding Model (BERTopic) Topic Coherence Topic Diversity
xlm-roberta-base 0.383 0.873
xlm-roberta-large 0.445 0.907
xlm-mlm-100-1280 0.405 0.823
mpnet 0.515 0.844
MiniLM 0.483 0.925

Table 6: Scores of topic coherence and topic diversity with different embedding in BERTopic.
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Topic Our Model’s Output
Topic1: Qatar, World Cup, football, Argentina, France, Lussel. . . . . .
Topic2: Putin, Russia, Ukraine, negotiations, G20, Bahmut, military. . . . . .
Topic3: Chatgpt, openai, Intelligence, chat, models, technology, Revolution. . . . . .
Topic4: IMF, world, economy, recovery, decline, slowdown, global, US. . . . . .
Topic5: Xi,Biden, San Francisco, United States, Fuhrer, arrive. . . . . .
Topic BERTopic’s Output
Topic1: game, game, champion, champion, football, history. . . . . .
Topic2: war, war, war, tension, situation, atmosphere, troops. . . . . .
Topic3: technology, technology, model, model, efficiency, technology. . . . . .
Topic4: economy, economy, value, rise, growth, dollar. . . . . .
Topic5: meeting, meeting, meeting, meeting, discussion, appointment. . . . . .

Table 7: The output of our model and BERTopic on the test set, which has been translated into English. Our model
outperforms BERTopic in both redundancy and co-concerned topic focus.
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