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Abstract

Recent research in zero-shot Relation Extrac-001
tion (RE) has concentrated on employing Large002
Language Models (LLMs) as extractors, ow-003
ing to their notable zero-shot capabilities. By004
directly prompting the LLM or transforming005
the task into a Question Answering (QA) prob-006
lem, the LLM can efficiently extract relations007
from a given sample. However, current meth-008
ods often exhibit suboptimal performance, pri-009
marily due to the lack of detailed and context-010
specific prompts necessary for effectively un-011
derstanding the variety of sentences and rela-012
tions. To bridge this gap, we introduce the013
Self-Prompting framework, a novel method014
designed to fully harness the embedded RE015
knowledge within LLMs. Specifically, our016
framework employs a three-stage diversity ap-017
proach to prompt LLMs, generating multiple018
synthetic samples that encapsulate specific re-019
lations from scratch. These generated sam-020
ples act as in-context learning samples, of-021
fering explicit and context-specific guidance022
to efficiently prompt LLMs for RE. Experi-023
mental evaluations conducted on benchmark024
datasets have demonstrated the superiority of025
our approach over existing LLM-based zero-026
shot RE methods. Furthermore, our experi-027
ments highlight the effectiveness of our gener-028
ation pipeline in producing high-quality syn-029
thetic data that significantly enhances perfor-030
mance.031

1 Introduction032

Recent advances in Large Language Models033

(LLMs) have led to significant progress in Natural034

Language Processing (NLP). Studies have shown035

the effectiveness of cutting-edge LLMs, such as036

GPT-3 (Brown et al., 2020), InstructGPT (Ouyang037

et al., 2022), and GPT-4 (OpenAI, 2023), across038

various NLP tasks. Notably, these models excel in039

zero-shot settings, demonstrating substantial out-040

comes without traditional training methods or ex-041

tensive fine-tuning processes (Kojima et al., 2022).042

Capitalizing on this inherent potential of LLMs 043

in zero-shot learning, there has been a growing 044

interest in applying their capabilities to zero-shot 045

Relation Extraction (RE) (Han et al., 2018; Chen 046

and Li, 2021). The application of LLMs in RE, 047

which involves identifying relationships between 048

entities in text without dependence on extensive 049

data annotation, has become especially notewor- 050

thy. Specifically, current methods primarily con- 051

vert the RE task into a Question Answering (QA) 052

task. This involves utilizing the QA proficiency of 053

LLMs by reformulating sentences as questions and 054

candidate relations as options (Zhang et al., 2023b). 055

Further advancements include the integration of 056

a self-consistency (Wang et al., 2022b) approach 057

within QA to reduce uncertainty through majority 058

voting (Li et al., 2023a). 059

However, current methods frequently demon- 060

strate suboptimal performance, mainly because 061

of insufficient guidance for RE. The intricate de- 062

mands of RE necessitate more detailed and context- 063

specific prompts to effectively comprehend the di- 064

verse and complex nature of sentences and relations 065

(Bassignana and Plank, 2022; Zhao et al., 2023). 066

Solely transferring the RE problem to a QA for- 067

mat, based on heuristic manual prompts, may fail 068

to address the situation adequately. 069

Inspired by recent studies on Self-Prompting 070

(Li et al., 2022; Wan et al., 2023a,b)—that is, 071

employing the outputs generated by LLMs them- 072

selves as prompts—our research introduces a novel 073

prompting paradigm for RE. This paradigm lever- 074

ages LLMs’ inherent capabilities to create syn- 075

thetic RE data tailored to specific relations. When 076

using LLMs for relation extraction from specific 077

sentences, these synthetic samples, enriched with 078

essential relational knowledge, serve as effective 079

in-context demonstrations. Compared to previous 080

approaches, our strategy produces more detailed 081

and context-specific prompts, thereby fully lever- 082

aging the LLMs’ capacity for RE. 083
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To be specific, for each distinct relation, we ini-084

tially prompt LLMs to generate a corresponding085

sample comprising a sentence and its related re-086

lation triple. However, directly prompting LLMs087

to generate samples may result in a lack of diver-088

sity and coverage (Chung et al., 2023; Yu et al.,089

2024), which are crucial for in-context learning090

(Levy et al., 2022; Li and Qiu, 2023). Conse-091

quently, to guarantee the quality and comprehen-092

sive coverage of these synthetic samples, we im-093

plement a three-stage diversification strategy: 1.094

Relation Synonyms: Utilizing LLMs, we generate095

synonyms for each relation, broadening semantic096

understanding and data variability. 2. Entity Fil-097

tering: We filter out generated samples contain-098

ing high-frequency entities to prevent repetitions,099

thereby ensuring the uniqueness of each data point.100

3. Sentence Rephrase: By rephrasing generated101

sentences, we introduce structural variation and102

enhance the linguistic complexity of our dataset.103

The integration of these diversification methods104

results in a robust and varied set of synthetic data105

for RE. In the inference stage, we select salient106

examples from this synthetic dataset as in-context107

demonstrations for each test sample. These se-108

lected samples are concatenated with the test ques-109

tion to form the final input sequence, which is fed110

into the LLM to get the final answer.111

To verify our method’s effectiveness, we evalu-112

ated it across multiple zero-shot RE datasets. Com-113

pared to previous prompting strategies for LLM-114

based zero-shot RE SoTA, our method significantly115

outperforms them. Furthermore, extensive experi-116

ments have shown that our three-stage diversifica-117

tion strategy substantially enhances the diversity118

and coverage of in-context samples, thereby boost-119

ing model performance. In summary, our contribu-120

tions are as follows:121

• We introduce Self-Prompting to harness the RE122

capabilities of LLMs in zero-shot scenarios. This123

approach enhances model performance by em-124

ploying detailed, context-specific prompts, which125

are derived from synthetic samples, for in-context126

learning.127

• We develop a three-stage diversification strategy128

for RE sample generation, ensuring samples fea-129

ture diverse expressions for each relation, a broad130

spectrum of entities, and varied explicitness in131

textual relation descriptions.132

• Extensive experiments demonstrate Self-133

Prompting’s superiority in four zero-shot 134

RE tasks over previous LLM-based SoTA 135

approaches, particularly with an increasing 136

number of candidate relations. 137

2 Related Works 138

2.1 Zero-shot Relation Extraction 139

Zero-shot RE has recently become a crucial focus 140

in advancing predictive model capabilities. Levy 141

et al. (2017) pioneered zero-shot RE, developing 142

models capable of identifying novel relations be- 143

yond predefined types. Furthering this field, Sainz 144

et al. (2021) explored the use of smaller Language 145

Models (LMs) fine-tuned on Natural Language In- 146

ference (NLI) datasets. Their approach employs 147

an entity-filled relation template matching the test 148

sentence, utilizing inference for relation prediction. 149

Chen and Li (2021) incorporate text descriptions 150

of both seen and unseen relations. It employs near- 151

est neighbor search for predicting unseen relations, 152

using embeddings of these relations and new sen- 153

tences. Lu et al. (2022) framed RE as a summariza- 154

tion task, applying generative models to concisely 155

express the relationships between target entities. 156

However, a persistent challenge with existing zero- 157

shot methods is their heavy reliance on extensive 158

labeled data. Our research focuses on conducting 159

zero-shot RE without any labeled data. 160

2.2 LLMs for Zero-shot Relation Extraction 161

In the exploration of Zero-shot RE using LLMs, 162

most existing research has concentrated on design- 163

ing effective prompts to enhance LLMs’ extrac- 164

tion performance. For instance, ChatIE (Wei et al., 165

2023) employs ChatGPT for zero-shot RE, utilizing 166

a two-stage prompting strategy to refine the LLMs’ 167

search scope. QA4RE (Zhang et al., 2023b) adopts 168

a multiple-choice question-answering format, rep- 169

resenting relations through manually crafted tem- 170

plates and assigning LLMs the task of predicting a 171

single character. In a different approach, SumAsk 172

(Li et al., 2023a) deconstructs the LLMs’ reason- 173

ing into three distinct stages, thereby aiding them 174

in understanding and interpreting the relationships 175

between subjects and objects. This method is fur- 176

ther enriched by the use of self-consistency (Wang 177

et al., 2022b) to reduce response uncertainty. How- 178

ever, these methods do not fully harness the LLMs’ 179

inherent RE capabilities, primarily because of in- 180

sufficient context-specific prompting. Our work 181
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Religion
Location
Owned By

Operator

…

Prompt: 
Given the relation: Location
Generate 𝑘 synonyms relation
Output: 
1. found within

2. situated at

3. residing at

𝑘. geographically placed

…

Prompt: 
Given the relation: found within
Generate 𝑡 sentences that contains this relation
Output: 
1. The cat is hiding behind the sofa in the living room.
    (cat, Location, sofa)
2. John is vacationing at a cozy beach house. 
    (John, Location, beach house)…

Prompt: 
Sentence: The cat is hiding behind the sofa in the living room.
Relation: (cat, Location, sofa)
Rephrase the sentence while keep the relation unchange
Output: 
1. In the living room, the sofa provides a hiding spot for the cat.
2. Behind the sofa in the living room, a cat is concealed.…

Relation Set

1. Relation Synonyms Generation 2. Synthetic Sample Generation

4. Sentence Rephrase
3. Entity FilteringSynthetic Dataset

𝑡. The coffee shop on Main Street has amazing pastries.
(coffee shop , Location, Main Street )

𝑟. In the living room, the sofa obscures the cat from view. 

Figure 1: Depiction of the three-stage synthetic sample generation pipeline, where blue indicates candidate relations,
green signifies synonym relations, and orange highlights entities within sentences.

aims to explore the LLMs’ RE potential by utiliz-182

ing Self-Prompting, which focuses on generating183

context-specific prompts from synthetic samples.184

2.3 Synthetic Data Generation via LLMs185

Recent research has been focused on leveraging the186

content generated by LLMs to enhance the train-187

ing of smaller models in various domains. For188

instance, Ye et al. (2022) applied this technique189

in classification tasks, Wang et al. (2022a) in com-190

monsense question-answering, Zhang et al. (2023a)191

in contrastive learning, and Chia et al. (2022) in RE.192

Additionally, another strand of research directly uti-193

lizes the outputs from LLMs. Some studies have194

employed LLMs to generate relevant contexts or195

background documents as supplementary inputs196

for QA tasks (Yu et al., 2022; Liu et al., 2022b;197

Li et al., 2022). Others have focused on eliciting198

detailed reasoning steps, termed chain-of-thought,199

particularly for solving arithmetic problems (Wei200

et al., 2022; Wan et al., 2023a,b). In this work, we201

capitalize on synthetic RE samples generated by202

LLMs to bolster their capabilities in RE, exploring203

a novel approach to enhance the effectiveness of204

these models in this specific task.205

3 Methodology206

This section delineates the methodology wherein207

we implement Self-Prompting to generate synthetic208

samples. We employ a three-stage diversification209

process to guarantee comprehensive coverage, as 210

illustrated in Figure 1. Following the generation 211

phase, we elaborate on how these produced sam- 212

ples are effectively utilized as prompts during infer- 213

ence, thereby enhancing the model’s performance. 214

All prompts used for data generation and inference 215

are listed in Table 13 216

3.1 Problem Definition 217

The objective of zero-shot RE is to discern the re- 218

lationship between two designated entities within 219

a given sentence. Specifically, a relation example 220

comprises a sentence s and two entities: a head 221

entity eh and a tail entity et, both located within 222

s. Given such a relation example (s, eh, et), the 223

task for models is to determine the type of relation- 224

ship that exists between eh and et as depicted in 225

sentence s, choosing from an array of pre-defined 226

relation types R = [r1, r2, ..., rm]. 227

3.2 Relation Synonyms 228

Our methodology’s initial phase generates relation 229

synonyms to broaden relation synonym coverage. 230

This strategy recognizes that a dataset’s relation 231

often represents a broad concept, covering various 232

synonymous or semantically related terms. For ex- 233

ample, the relation location encompasses phrases 234

like situated in, found at, and based in. Using 235

just location for synthetic sample generation may 236

not capture the full semantic range of this relation. 237

Thus, by using a wider variety of expressions for 238
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each relation, we aim to produce more representa-239

tive and comprehensive synthetic samples, captur-240

ing the nuanced meanings more effectively.241

As detailed in Figure 1, Step 1, we utilize LLMs242

to generate k synonyms for each targeted relation.243

We then integrate the original relation with these244

synonyms to form a comprehensive semantic group.245

This process ensures the group encompasses the246

original relation alongside its synonyms, enhancing247

the relation’s contextual comprehension.248

3.3 Synthetic Sample Generation with Entity249

Filtering250

After establishing semantic groups for each rela-251

tion, we then prompt LLMs to create synthetic252

samples (as shown in Step 2 of Figure 1). However,253

these directly generated samples often lack suffi-254

cient entity coverage, reflecting the real world’s255

complexity and variability in sentence structures.256

Such reliance on LLMs may result in a skewed257

distribution of entities, favoring those frequently258

found in pretraining and Supervised Fine-Tuning259

(SFT) data. For instance, well-known cities like260

New York and Paris may be overrepresented com-261

pared to less known locations in the context of262

the location relation. This skewness stems from263

LLMs’ tendency to predict the next token based264

on its occurrence probability, posing challenges in265

generating samples with rarer entities. This issue266

is not unique to our approach but has also been267

observed in other LLM-based domain-specific data268

generation efforts (e.g., Li et al. (2023b); Xu et al.269

(2023)). It underscores the necessity for a nuanced270

approach that ensures balanced and diverse entity271

representation in synthetic samples.272

To tackle the challenges of achieving compre-273

hensive entity coverage, we introduce a filtration274

mechanism for the generated samples. This method275

involves discarding samples containing entities that276

appear more than n times in previous samples.277

Such a threshold-based exclusion method prevents278

frequently occurring entities from overshadowing279

the sample set. Conversely, samples featuring en-280

tities below the specified occurrence threshold are281

kept, with their entity occurrence counts duly in-282

cremented. This systematic strategy mitigates po-283

tential bias towards prevalent entities, fostering a284

diverse and balanced entity representation within285

our synthetic sample collection.286

3.4 Sentence Rephrase 287

In our Self-Prompting framework, semantic cov- 288

erage is vital for ensuring sample diversity. The 289

positioning of subject and object entities within 290

sentences can exhibit a wide range of structural 291

variations. Additionally, the expression of rela- 292

tions in context may range from implicit to explicit. 293

Therefore, a comprehensive incorporation of di- 294

verse linguistic forms in synthetic data is necessary. 295

To tackle these complexities, we employ LLMs 296

to rephrase each sentence in the synthetic samples, 297

creating r variants that express similar meanings 298

(as depicted in Figure 1, Step 4). Importantly, these 299

rephrased versions differ in linguistic structure but 300

consistently preserve the original relation, whether 301

expressed explicitly or implicitly. This approach 302

not only broadens the spectrum of linguistic ex- 303

pressions in our dataset but also guarantees the con- 304

sistent portrayal of the relationship across various 305

semantic representations. 306

3.5 Self-Prompting Inference 307

Synthetic In-Context Prompt: 
Sentence: The sofa provides a hiding spot for the cat in the house.
Head: cat, Tail: sofa, Relation: location…

Sentence: Inside the parlor, the cat is concealed from view by the armchair.
Head: cat, Tail: armchair, Relation:

Sentence: In the living room, the sofa obscures the chair from view
Head: cat, Tail: chair, Relation: location
Test Sample Prompt: 

Synthetic In-Context Prompt: 
Sentence: In the living room, the sofa provides a hiding spot for the cat.
Head: cat, Tail: sofa, Relation: Location…
Sentence: Inside the parlor, the cat is concealed from view by the armchair.
Head: cat, Tail: armchair, Relation:

Sentence: In the living room, the sofa obscures the chair from view
Head: cat, Tail: chair, Relation: Location
Synthetic In-Context Prompt: 

Background Prompt: 
Given the possible relations: [member of, field of work, ..., father, location]. 
What are the relations between the Head entity and the Tail entity?

Figure 2: Illustration of prompts utilized for inference.

In the inference phase for a given test sentence, 308

we retrieve d semantically similar samples as in- 309

context demonstrations. This involves encoding the 310

test sentence with the sentence embedding model 311

and selecting the most similar examples from our 312

sample set using cosine similarity. 313

To organize the retrieved samples effectively, we 314

implement a ranking strategy based on similarity 315

scores (Liu et al., 2022a), arranging samples from 316

the lowest to the highest score. This method posi- 317

tions the most relevant sample nearest to the test 318

sentence, optimizing the impact of contextually ap- 319

propriate samples on the LLM’s inference process. 320

Consequently, this enhances the model’s response 321

relevance and accuracy in RE tasks. The example 322

of the prompt used for inference is illustrated in 323

Figure 2. 324
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4 Experimental Setup325

4.1 Datasets326

We evaluate our methods on four RE datasets: (1)327

FewRel (Han et al., 2018), (2) Wiki-ZSL (Sorokin328

and Gurevych, 2017), (3) TACRED. (Zhang et al.,329

2017), (4) SemEval (Hendrickx et al., 2009). Fol-330

lowing previous works (Zhang et al., 2023b; Li331

et al., 2023a), for the FewRel and Wiki-ZSL332

datasets, we randomly selected 5 relations for val-333

idation and selected a varying number of unseen334

relations (m) for testing, where m could be 5, 10,335

or 15. To ascertain the robustness of our results,336

this classification process was repeated five times,337

and we report the average macro-F1 scores from338

these iterations. For TACRED and SemEval, we339

present the micro-averaged F1 scores, excluding340

the none-of-the-above relation. Data statistics are341

in Appendix A.342

To effectively manage OpenAI API usage and343

associated costs, we randomly selected 1,000 sam-344

ples from the test set of each dataset. We ensured345

that these samples proportionally represented each346

relation class.347

4.2 Implementation Details348

In our study, we employed ChatGPT with the349

API version gpt-3.5-turbo-0301, in line with350

previous research (Zhang et al., 2023b; Li et al.,351

2023a). The text embedding model utilized was352

text-embedding-ada-002, accessed via the Ope-353

nAI API. To examine the impact of LLM size, we354

also employed the Qwen (Bai et al., 2023) series355

LLMs (1.8B, 7B, 14B) as alternative base models356

for evaluating our Self-Prompting methods. During357

the synthetic sample generation phase, the temper-358

ature setting was adjusted to 1.2 to enhance sample359

diversity. Conversely, for inference, we set the tem-360

perature to 0, ensuring reproducibility, with other361

hyperparameters maintained at default settings.362

For generating relation synonyms, we produced363

10 synonyms per relation (k = 10). In the synthetic364

sample generation and filtering process, the LLMs365

were prompted to generate 10 samples at a time,366

excluding those with entities occurring more than367

three times (n = 3). The generation process ceased368

either upon reaching 200 samples or when no new369

samples contained unique entities after three itera-370

tions for each relation. Each sample underwent sen-371

tence rephrasing to generate three variants (r = 3).372

A detailed cost analysis is provided in Appendix B.373

Regarding the selection of demonstration samples374

at inference, we fixed d at 10. Following Kojima 375

et al. (2022), our approach only retains the first part 376

of the model’s output that conforms to the specified 377

answer format. 378

4.3 Baselines 379

Zero-shot Baselines 380

For the FewRel and WikiZSL datasets, our base- 381

line models include R-BERT (Wu and He, 2019), 382

ESIM (Chen et al., 2017), CIM (Rocktaschel et al., 383

2016), ZS-BERT (Chen and Li, 2021), and RE- 384

Prompt (Chia et al., 2022). For RE-Prompt, the 385

NoGen variant represents outcomes without data 386

generation. Regarding TACRED and SemEval, our 387

baseline comparisons involve NLI (Sainz et al., 388

2021) and SuRE (Lu et al., 2022). Here, the under- 389

lying base models are DeBERTa-XLarge (He et al., 390

2020) for NLI and PEGASUS-Large (Zhang et al., 391

2020) for SuRE. 392

LLMs Baselines 393

In evaluating prompt-based LLM baselines, we 394

selected SumAsk (Li et al., 2023a) and QA4RE 395

(Zhang et al., 2023b) for comparison. Both method- 396

ologies utilize the gpt-3.5-turbo-0301 model as 397

the foundational LLM for conducting inference. 398

Following SumAsk and QA4RE, we also present 399

the performance using a vanilla prompt strategy 400

(denoted as Vanilla). This approach involves di- 401

rectly prompting LLMs to deduce the relation 402

within a sentence, absent any in-context demon- 403

strations (d = 0), offering a baseline to gauge the 404

effectiveness of Self-Prompting methods. 405

5 Results and Analysis 406

5.1 Main Results 407

Our evaluation of zero-shot prompting in LLMs, 408

conducted on the FewRel and Wiki-ZSL datasets 409

(as detailed in Tables 1 and 2), shows competitive 410

performance against existing zero-shot RE meth- 411

ods. Notably, our Self-Prompting technique sig- 412

nificantly enhances ChatGPT’s performance over 413

Vanilla prompting, outperforming the RE-Prompt 414

method in most scenarios and markedly surpassing 415

the SumAsk prompt strategy. 416

As the number of unseen relations (m) increases, 417

accurately predicting the correct relation becomes 418

more challenging due to the broader range of 419

choices. However, under these conditions, the ad- 420

vantages of Self-Prompting become more evident, 421

whereas Vanilla and SumAsk approachs show a sig- 422

nificant decline in performance. We postulate that 423
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Type Method
m = 5 m = 10 m = 15

Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1

Zero-shot

R-BERT 39.22 43.27 41.15 26.18 29.69 27.82 17.31 18.82 18.03
ESIM 48.58 47.74 48.16 44.12 45.46 44.78 27.31 29.62 28.42
CIM 49.63 48.81 49.22 46.54 47.90 45.57 29.17 30.58 29.86
ZS-BERT 71.54 72.39 71.96 60.51 60.98 60.74 34.12 34.38 34.25
RE-Prompt (NoGen) 51.78 46.76 48.93 54.87 36.52 43.80 54.45 29.43 37.45
RE-Prompt 70.66 83.75 76.63 68.51 74.76 71.50 63.69 67.93 65.74

LLMs
Vanilla 74.45 59.25 65.98 61.15 57.68 59.36 57.82 61.27 59.01
SumAsk 75.64 70.96 73.32 62.31 61.08 61.69 43.55 40.27 41.85
Self-Prompting 78.05 75.03 76.51 75.18 71.43 73.26 69.92 67.30 68.59

Table 1: Main results on Wiki-ZSL. We mark the best results in bold, the second-best underlined. The results of the
baselines are retrieved from Li et al. (2023a)

Type Method
m = 5 m = 10 m = 15

Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1

Zero-shot

R-BERT 42.19 48.61 45.17 25.52 33.02 28.20 16.95 19.37 18.08
ESIM 56.27 58.44 57.33 42.89 44.17 43.52 29.15 31.59 30.32
CIM 58.05 61.92 59.92 47.39 49.11 48.23 31.83 33.06 32.43
ZS-BERT 76.96 78.86 77.90 56.92 57.59 57.25 35.54 38.19 36.82
RE-Prompt (NoGen) 72.36 58.61 64.57 66.47 48.28 55.61 66.49 40.05 49.38
RE-Prompt 90.15 88.50 89.30 80.33 79.62 79.96 74.33 72.51 73.40

LLMs
Vanilla 91.70 88.87 90.26 72.64 76.12 74.34 65.46 65.50 65.48
SumAsk 78.27 72.55 75.30 64.77 60.94 62.80 44.76 41.13 42.87
Self-Prompting 88.47 88.92 88.70 80.27 82.08 81.17 74.82 77.05 75.92

Table 2: Main results on FewRel. We mark the best results in bold, the second-best underlined. The results of the
baselines are retrieved from Li et al. (2023a)

this is due to in-context demonstrations effectively424

narrowing down the potential relations in samples.425

Consequently, Self-Prompting can more effectively426

guide LLMs in inferring the correct relations. This427

nuanced approach contributes to the stability and428

accuracy of our method, as evidenced by its con-429

sistently strong performance across various condi-430

tions. These findings not only validate the effec-431

tiveness of our prompting method but also suggest432

that Self-Prompting is less sensitive to the num-433

ber of relations, demonstrating greater resilience434

compared to baseline methods.435

Further validation comes from applying our436

method to the TACRED and SemEval datasets.437

As detailed in Table 3, our Self-Prompting tech-438

nique outperforms other zero-shot methods and439

significantly surpasses the QA4RE prompt strat-440

egy, underscoring its achievement given QA4RE’s441

prominence. Specifically, our method secured the442

highest F1 scores on both TACRED and SemEval,443

demonstrating its superior performance unequivo-444

cally. These results across diverse datasets high-445

light the robustness and superior performance of446

our Self-Prompting strategy, particularly in address-447

Datasets TACRED SemEval
Prec. Rec. F1 Prec. Rec. F1

NLIDeBERTa 42.9 76.9 55.1 22.0 25.7 23.7
SuREPEGASUS 13.8 51.7 21.8 0.0 0.0 0.0
Vanilla 32.1 74.8 44.9 18.2 20.8 19.4
QA4RE 32.8 68.0 44.2 29.9 35.2 32.3

Self-Prompting 56.8 57.5 57.1 55.3 50.9 52.7

Table 3: Main results on TACRED and SemEval.
We mark the best results in bold, the second-best
underlined. The results of the baselines are retrieved
from (Zhang et al., 2023b)

ing a variety of zero-shot RE challenges. 448

5.2 Ablation Study on Different Diversity 449

Strategies 450

In our ablation study, depicted in Figure 3, we sys- 451

tematically examine the impact of different compo- 452

nents of our synthetic data generation method on 453

the FewRel and Wiki-ZSL datasets. The absence of 454

each component is denoted by a specific condition 455

in our experiments: w/o Rephrasing (omission of 456

sentence rephrasing), w/o Synonyms (exclusion 457

of relation synonyms generation), w/o Entity Fil- 458
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Figure 3: Performance comparison among different synthetic data generation methods.
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Figure 5: Average F1 when using different sizes of
synthetic samples in Self-Prompting.

tering (absence of entity frequency filtering), w/o459

All (direct generation without any enhancements),460

Vanilla (zero-shot learning without any generated461

samples, serving as a baseline), and Complete (all462

diversification strategies are included).463

The findings highlight the critical role of each464

component. The removal of sentence rephrasing465

(w/o Rephrasing) leads to a marginal decrease in466

Precision and F1 scores. The exclusion of relation467

synonyms generation (w/o Synonyms) results in468

a more pronounced drop across all metrics, indi-469

cating the significance of synonyms in capturing470

the relation’s semantic breadth. A similar trend471

is observed when entity frequency filtering is not472

applied (w/o Entity Filtering), which significantly473

impacts Recall, suggesting that entity variety is474

crucial for comprehensive relation extraction.475

Directly prompting LLMs to generate samples476

and using them for inference impairs the model’s477

performance, as evidenced by the w/o All condi-478

tion, which underperforms compared to the Vanilla479

baseline. This suggests that unrefined sample gen-480

eration can adversely affect the quality of RE.481

Therefore, the implementation of our threefold 482

diversification strategy—incorporating sentence 483

rephrasing, relation synonyms generation, and en- 484

tity frequency filtering—is imperative. In contrast, 485

our method (Complete), which incorporates all 486

techniques, consistently outperforms the other con- 487

ditions. It notably secures the highest Precision, 488

Recall, and F1 scores across both datasets, confirm- 489

ing our comprehensive approach’s effectiveness. 490

These findings validate the synergy between the in- 491

dividual components of our strategy and highlight 492

their collective impact on improving RE perfor- 493

mance. 494

5.3 Influence of Demonstration Quantity 495

To identify the optimal number of in-context sam- 496

ples d, we analyzed how varying the number of 497

examples in the input affects performance, as il- 498

lustrated in Figure 4. These experiments, aimed at 499

assessing cost-effectiveness, were limited to a sin- 500

gle subset of relations with m = 10. Analyzing F1 501

scores across two datasets revealed a pattern of per- 502

formance improvement as the number of examples 503

7



increased from 1 to 12. Yet, we found that utilizing504

more than 10 examples did not offer substantial505

benefits and, notably for Wiki-ZSL, resulted in506

diminished performance. Therefore, balancing per-507

formance efficiency with cost considerations, we508

determined that 10 demonstrations (d = 10) were509

optimal for our experiments.510

5.4 Influence of Generated Data Size511

Evaluating the impact of synthetic sample size on512

experimental outcomes, our comprehensive analy-513

sis, shown in Figure 5, focuses on a relation subset514

with m = 10, exploring synthetic sample sizes515

from 100 to approximately 6,000.516

The analysis reveals a clear trend: an increase517

in synthetic sample size generally boosts the F1518

score across both FewRel and Wiki-ZSL datasets.519

Specifically, the FewRel dataset shows a steady520

increase in performance, reaching its peak with521

the full dataset utilized. In contrast, the Wiki-ZSL522

dataset experiences a marked improvement in F1523

scores from 100 to 1,000 samples, after which the524

gains taper off, with scores stabilizing at 2,500 sam-525

ples and beyond. This indicates that while enlarg-526

ing the synthetic sample pool enhances model per-527

formance, a saturation point exists beyond which528

no significant benefits are observed.529

5.5 Data Generation Quality Analysis530
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Figure 6: Percentage of correct samples in FewRel and
Wiki-ZSL

We employed GPT-4 to determine the presence531

of specified relations within various datasets to532

evaluate the quality of generated samples. We ran-533

domly selected 10 relations from each dataset, gen-534

erating 10 samples for each, thereby creating a set535

of 100 samples per dataset. This analysis encom-536

passed three datasets: the original real data, our537

generated data, and data generated using the RE-538

Prompt method. GPT-4 was tasked with verifying539

the specified relations in these samples. A sample540

was deemed correct if the head and tail entities 541

exhibited the relation as labeled. 542

Figure 6 shows that our generated samples more 543

accurately encapsulate the targeted relations com- 544

pared to those generated by the RE-Prompt method. 545

This close alignment with real data benchmarks 546

demonstrates the effectiveness of our generation 547

methodology, validating our samples’ utility for 548

in-context learning in RE tasks. 549

5.6 Comparing among Different 550

Demonstration Data 551

To further compare the quality of synthetic data 552

from our method against RE-Prompt, we utilized 553

RE-Prompt’s synthetic data as demonstration sam- 554

ples in our inference framework. We documented 555

the experimental outcomes on the FewRel and 556

Wiki-ZSL datasets, with m = 10, in Table 4. These 557

outcomes uniformly demonstrate that our method 558

surpasses RE-Prompt in all instances, highlighting 559

the superior data quality generated by our approach. 560

This advantage is attained without task-specific 561

fine-tuning, showcasing our data generation pro- 562

cess’s ability to produce high-quality synthetic sam- 563

ples for RE tasks effectively.

Datasets FewRel Wiki-ZSL
Prec. Rec. F1 Prec. Rec. F1

Vanilla 82.51 78.32 80.36 68.50 72.23 70.31
RE-Prompt 83.73 81.30 82.50 73.33 72.14 72.73
Self-Prompting 85.47 83.13 84.28 83.64 76.54 79.93

Table 4: Performance on FewRel and Wiki-ZSL datasets
using varied synthetic demonstrations with m = 10
unseen relations

564

6 Conclusion 565

In this study, we introduced the Self-Prompting 566

framework, an innovative approach designed to 567

optimize the zero-shot RE capabilities of LLMs. 568

By implementing a three-stage diversification strat- 569

egy, our framework successfully generates syn- 570

thetic samples that enhance the LLMs’ ability to 571

understand and extract relations with greater accu- 572

racy and efficiency. Our experimental results on 573

benchmark datasets demonstrate the effectiveness 574

of our method, marking a significant advancement 575

over existing LLM-based zero-shot RE techniques. 576

Further experiments prove the three-stage diversifi- 577

cation strategy successfully addresses the critical 578

challenges of diversity and coverage in synthetic 579

sample generation. 580

8



Limitations581

While our Self-Prompting method demonstrates582

promising outcomes in zero-shot RE, it also583

presents certain limitations. Firstly, the selection584

of appropriate in-context demonstrations from syn-585

thetic datasets requires further exploration, as im-586

proper samples may introduce noise, adversely af-587

fecting LLM performance in zero-shot RE. Addi-588

tionally, the performance of our Self-Prompting589

method on domain-specific data remains uncertain,590

given that domain-specific data generation poses an591

ongoing challenge. We acknowledge these issues592

and leave them for future work to address.593

Ethics Statement594

This work employs text generated by Large Lan-595

guage Models (LLMs), which may inadvertently596

produce content with ethical or safety concerns.597

However, given that ChatGPT, the LLM utilized598

in our experiments, is rigorously designed to mini-599

mize the generation of untrustworthy and harmful600

information, and considering the specific context601

of zero-shot relation extraction, we contend that602

the ethical considerations related to this research603

are limited. Consequently, a detailed discussion of604

these issues is deemed unnecessary.605
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A Statistics of Datasets 839

The statistics of the datasets are shown in Table 5 840

and Table 6 841

Dataset # samples # entities # relations

FewRel 56,000 72,954 80
Wiki-ZSL 94,383 77,623 113

Table 5: Statistics of FewRel and Wiki-ZSL

Dataset # train # dev # test # relations

TACRED 68,124 22,631 15,509 42
SemEval 6,507 1,493 2,717 9

Table 6: Statistics of TACRED and SemEval

B Cost of Synthetic Data Generation 842

For synthetic data generation, we employed 843

gpt-3.5-turbo, an economical choice at $0.001 844

per 1K tokens for prompts and $0.002 per 1K to- 845

kens for completions1. The synthesis involves three 846

phases: generating relation synonyms, creating 847

samples, and rephrasing sentences. The costs for 848

each relation’s data generation are itemized in Ta- 849

ble 7, totaling approximately $0.264 for around 600 850

samples per relation. Considering the Wiki-ZSL 851

dataset includes up to 113 relations, the full data 852

generation cost is estimated at $30. This is cost- 853

effective compared to manual annotation expenses, 854

such as in machine translation tasks, which can 855

reach around $0.1 per word (Neubig and He, 2023). 856

Thus, using gpt-3.5-turbo for synthetic data gen- 857

eration in RE tasks is validated as an economically 858

viable method. 859

Stage # Prompt # Completion # Total Cost ($)

Relation Synonyms 0.132 0.077 0.209 0.00029
Sample Generation 38.18 23.14 61.33 0.08447
Sentence Rephrase 112.58 33.55 146.12 0.17967

Total 150.89 56.77 207.66 0.26443

Table 7: Average number of token usage (k) and cost
($) for a single relation samples generation

C General Effectiveness with LLMs of 860

Different Sizes 861

Our research explored Self-Prompting’s efficacy 862

across LLMs of various sizes, with the findings de- 863

1https://openai.com/pricing
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Type Method
m = 5 m = 10 m = 15

Avg. Improv.
Prec. Rec. F1 Prec. Rec. F1 Prec. Rec. F1

Qwen-1.8B
Vanilla 51.23 47.47 49.28 22.81 27.36 24.89 20.75 24.42 22.49

14.57%
Self-Prompting 59.30 59.28 59.29 47.31 46.80 47.05 33.66 34.43 34.04

Qwen-7B
Vanilla 64.85 62.60 63.69 37.80 40.24 38.98 27.71 30.05 28.82

10.07%
Self-Prompting 64.09 65.49 64.78 54.85 55.85 55.35 41.97 41.20 41.58

Qwen-14B
Vanilla 66.13 65.20 65.66 53.03 52.31 52.67 47.73 45.60 46.64

6.63%
Self-Prompting 75.00 69.86 72.33 63.17 60.05 61.67 51.70 50.03 50.85

ChatGPT
Vanilla 91.70 88.87 90.26 72.64 76.12 74.34 65.46 65.50 65.48

5.24%
Self-Prompting 88.47 88.92 88.70 80.27 82.08 81.17 74.82 77.05 75.92

Table 8: Performance of our method for LLMs with different size

tailed in the accompanying table. This analysis cov-864

ered models ranging from Qwen-1.8B to ChatGPT,865

applying both Vanilla and Self-Prompting methods866

to different sets of unseen relations (m = 5, 10, 15)867

in the FewRel dataset.868

The Qwen series models (1.8B, 7B, and 14B869

parameters) demonstrated clear enhancements us-870

ing Self-Prompting compared to the Vanilla ap-871

proach. For the smallest model, Qwen-1.8B, Self-872

Prompting achieved a 14.57% average increase in873

F1 scores, highlighting its significant benefit for874

smaller-scale models. With larger models, the aver-875

age improvement lessened but remained impactful:876

10.07% for Qwen-7B and 6.63% for Qwen-14B.877

D Case Study878

Generation: Tables 9 and 10 showcase examples879

of the generation process for the location and oper-880

ator relations, respectively.881

Inference: Table 11 presents a successful instance882

of Self-Prompting, while Table 12 illustrates a fail-883

ure. The success case demonstrates how synthetic884

in-context samples, when closely related to the885

test sample, can offer a nuanced guide, aiding the886

model in distinguishing between location and lo-887

cated on terrain feature. Conversely, in the failure888

case, Self-Prompting did not yield an accurate pre-889

diction due to the in-context samples being less890

relevant, thereby introducing noise during infer-891

ence.892

E Prompts for LLMs893

We listed each stage’s prompts used in the synthetic894

data generation process in Table 13.895
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Stage Examples

Relation
Synonyms

Relation: Location
Description: location of the item, physical object, or event is within.
Synonyms: [situated at, found within, positioned in, nestled amongst, geographically
placed, lying in, set within, residing at, located near, anchored in]

Sample
Generation

Relation: Location
1. The grocery store in my neighborhood has a wide variety of organic produce.
2. The rainforest, filled with exotic wildlife, is set within the Amazon River basin.
3. The Louvre Museum, one of the world’s largest art museums, sits within the city of
Paris.

Rephrase
Sentence

Relation: Location
Sentence: The historic Colosseum is set within the heart of Rome, surrounded by ancient
ruins and archaeological sites.
Rephrased Sentence:
1. At the core of Rome, the Colosseum stands amidst ancient ruins and archaeological
wonders.
2. Surrounded by relics of the past, the Colosseum exists at the center of Rome, a city
with a rich history.
3. Rome’s heart holds the majestic Colosseum, encircled by remnants of the ancient era.

Table 9: Case of sample generation for relation Location

Stage Examples

Relation
Synonyms

Relation: Operator
Description: person, profession, or organization that operates the equipment, facility, or
service.
Synonyms: [controller, manager, handler, technician, operator, administrator, machinist,
supervisor, system operator, service provider]

Sample
Generation

Relation: Operator
1. The doctor, who works at the hospital, is responsible for overseeing the medical
equipment.
2. The IT technician is in charge of maintaining and operating the computer server.
3. The internet connection provided by the telecommunications company has been
unreliable lately.

Rephrase
Sentence

Relation: Operator
Sentence: The train station is operated by the city transportation authority.
Rephrased Sentence:
1. The train station falls under the jurisdiction of the city transportation authority.
2. The city transportation authority oversees the operations of the train station.
3. The city transportation authority is in charge of managing the train station.

Table 10: Case of sample generation for relation Operator
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Stage Examples

Background
Prompts

Relation: You are a helpful information extractor that can conduct relation extraction task.
In detail, you final goal is to extract the relation between two entities in a sentence. The
relation candidate is a list of relations that you can choose from:
[’religion’, ’location’, ’competition class’, ’operating system’, ’owned by’, ’contains
administrative territorial entity’, ’field of work’, ’spouse’, ’located on terrain feature’,
’distributed by’]

Synthetic
In-Context
Prompts

Sentence: The ski resort town, nestled against the natural feature of snow-capped moun-
tains, is a popular destination for winter sports enthusiasts.
Given the Sentence, the relation between town and snow-capped mountains is: located on
terrain feature
Sentence: The village, with its enchanting vineyards and stunning vistas, finds itself
nestled in the picturesque valley.
Given the Sentence, the relation between village and valley is: location
Sentence: The beautiful vineyard, with rolling hills as its backdrop, is situated near the
quaint village and nearby tourist destinations.
Given the Sentence, the relation between vineyard and village is: location
Sentence: Perched on the hill, the building provides a stunning vista of the valley beneath.
Given the Sentence, the relation between building and hill is: located on terrain feature
Sentence: Renowned for its geysers and hot springs, Yellowstone National Park is situated
in the western United States.
Given the Sentence, the relation between Yellowstone National Park and western United
States is: located on terrain feature

Test Sample
Prompt

Sentence: It is located west of, and adjacent to Bridalveil Fall, on the south side of the
Merced River in Yosemite Valley.
Given the Sentence, the relation between Bridalveil Fall and Yosemite Valley is:

Output
Ground truth: located on terrain feature
Vanilla: location ✗

Self-Prompting: located on terrain feature ✓

Table 11: Case of successful test sample inference
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Stage Examples

Background
Prompts

Relation: You are a helpful information extractor that can conduct relation extraction task.
In detail, you final goal is to extract the relation between two entities in a sentence. The
relation candidate is a list of relations that you can choose from:
[’religion’, ’location’, ’competition class’, ’operating system’, ’owned by’, ’contains
administrative territorial entity’, ’field of work’, ’spouse’, ’located on terrain feature’,
’distributed by’]

Synthetic
In-Context
Prompts

Sentence: An operating system known as macOS powers the Mac computers, which are
produced by Apple Inc.
Given the Sentence, the relation between computers and Mac is: operating system
Sentence: Linux, a widely used open-source operating system, is favored by programmers
and developers.
Given the Sentence, the relation between Linux and open-source is: operating system
Sentence: The Unix operating system, known for its stability and security, is widely used
in enterprise computer systems.
Given the Sentence, the relation between Unix operating system and computer systems is:
operating system
Sentence: Windows, commonly known as Microsoft Windows, is a group of several
proprietary graphical operating system families.
Given the Sentence, the relation between Windows and Microsoft is: operating system
Sentence: The construction and distribution of the iconic Lego sets are handled by The
Lego Group, a Danish toy production company.
Given the Sentence, the relation between Lego sets and The Lego Group is: distributed by

Test Sample
Prompt

Sentence: Sentence: His muscle algorithms for face animation were widely used in the
computer film industry, most notably by Pixar, which first used the technique in their
animation short Tin Toy.
Given the Sentence, the relation between Tin Toy and Pixar is:

Output
Ground truth: distributed by
Vanilla: distributed by ✓

Self-Prompting: field of work ✗

Table 12: Case of failed test sample inference
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Stage Prompts

Relation
Synonyms

For a giving relation type: {relation}, your objective is to create {k} synonyms about
this relation.
The description of this relation is: {description}
Ensure that your generated examples adhere to the following guidelines:
1. The synonyms should explicitly or implicitly align with the relation {relation}.
2. Ensure the diversity among different synonyms.
3. The synonyms could be a single word or phrase.
Please format your output in Python list-style:
[synonyms1, synonyms2, ..., synonyms{k}]

Sample
Generation

Imagine you are a sophisticated language model functioning as a textual data genera-
tor for a relation extraction task. Your objective is to create {k} synthetic sentences,
each containing a specific type of relationship denoted as: {relation}
The description of this relation is: {description}.
These sentences must be informative and clearly demonstrate the intended relation,
either explicitly or implicitly. Please format your output as follows:
Sentence: [Your generated sentence here].
Relation: [(entity1, {relation}, entity2), (entity3, {relation}, entity4), ...].
Where the relation list could contain one to three relation tuples.
Ensure that your generated examples adhere to the following guidelines:
1. The relation should be the same as the previously defined relation.
2. Head and tail entities must appear in the original sentence.
3. Separate the head and tail into several triples that have the same relation.
4. Generate sentences with varying lengths and complexities, including simple,
compound, and complex sentences.
5. Ensure a broad and realistic variety in the types of head and tail entities to reflect
real-world contexts.

Rephrase
Sentence

As a text paraphrasing agent, your task is to paraphrase a given sentence to generate
{k} new versions. The original sentence includes one or more relationships. Rewrite
the sentence to subtly imply the relationships that were originally stated explicitly,
while also enhancing the semantic depth and diversifying the grammatical structure.
Input format:
Sentence: The sentence to be paraphrased.
Relation: A list of relation tuples in the format (head, relation, tail).
Output Format:
Provide {k} paraphrased sentences, where the relation list could contain one to three
relation tuples.
Ensure that your generated examples adhere to the following guidelines:
1. Preservation of Entities: Ensure that the head and tail entities from the original
sentence are present in each paraphrased version.
2. Variety and Realism: Aim for a wide range of sentence structures and contexts in
your paraphrases, reflecting realistic and diverse scenarios.
3. In the generated relation list for each paraphrased sentence, the relation MUST
remain consistent with the relation: {relation}, while minor modifications to the
entities are permissible.

Inference

Your goal is to extract the relation between two entities in a sentence. The relation
candidate is a list of relations that you can choose from: {relation list}
{demonstrations}
Sentence: {extract sentence}
Given the Sentence, the relation between {head} and {tail} is:

Table 13: Prompts used for synthetic data generation and test sample inference
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