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Abstract

Recent video-text models can retrieve relevant
videos based on text with a high accuracy, but
to what extent do they comprehend the seman-
tics of the text? Can they discriminate between
similar entities and actions? To answer this, we
propose an evaluation framework that probes
video-text models with hard negatives. We au-
tomatically build contrast sets, where true tex-
tual descriptions are manipulated in ways that
change their semantics while maintaining plau-
sibility. Specifically, we leverage a pre-trained
language model and a set of heuristics to cre-
ate verb and person entity focused contrast sets.
We apply these in the multiple choice video-to-
text classification setting. We test the robust-
ness of recent methods on the proposed auto-
matic contrast sets, and compare them to ad-
ditionally collected human-generated counter-
parts, to assess their effectiveness. We see that
model performance suffers across all methods,
erasing the gap between recent CLIP-based
methods vs. the earlier methods. 1

1 Introduction

Relating video and text modalities is one of the
important goals in vision and language. Video is a
complex signal where people and objects act and
interact with each other through space and time.
Thus correctly associating a textual description and
a video requires understanding of entities, their
actions and much more, making it a hard problem.

One of the popular ways of training and evaluat-
ing video-text models is via cross-modal matching.
Often the task is formulated as a retrieval problem,
where the goal is to select the correct match among
many (e.g. thousand) candidates, and distractors
are picked randomly (Yu et al., 2018). Another
way is via multiple-choice prediction, where the
goal is to pick the true match out of several (e.g. 5)
candidates (Torabi et al., 2016). The latter allows

1Code is available in https://github.com/
jamespark3922/video-lang-contrast-set

Figure 1: Samples of our video-to-text tasks on
the MSR-VTT (Xu et al., 2016) and LSMDC
dataset (Rohrbach et al., 2017; Park et al., 2020). A
hard negative option is added by manipulating verb
(top) and entity (bottom) in the ground truth sentence.
Two SOTA methods MMT (Gabeur et al., 2020) and
CLIP4CLIP (Luo et al., 2021) incorrectly choose the
manipulated sentence (option B) in both these cases.

for more controlled choice of negatives, which are
typically selected from other videos. Commonly,
the retrieval setting is used during training to avoid
capturing any specific multiple-choice patterns or
biases, while both are used for evaluation.

Recent methods that leverage the large-scale
CLIP model (Radford et al., 2021) show significant
improvement in cross-modal matching, specifically,
in the retrieval setting (Fang et al., 2021; Luo et al.,
2021). They outperform the prior state-of-the-art
methods, often based on the Multimodal Trans-
former design (Miech et al., 2020; Gabeur et al.,
2020; Lei et al., 2021). However, we know that of-
ten model performance is “over-estimated” due to
the lack of challenging samples in evaluation. For
instance, Gardner et al. (2020) show that model per-
formance on several NLP tasks and one image-text
task is much lower on contrast sets, which are test
samples with small perturbation done by human
experts in a way that changes the gold label.

In this work, we are investigating whether the
video-text models also struggle in an evaluation
framework that probes them with hard negatives.
Instead of using human-designed contrast sets that
are not easily scalable, we propose an automated
pipeline that can generate contrast sets via verb and

https://github.com/jamespark3922/video-lang-contrast-set
https://github.com/jamespark3922/video-lang-contrast-set


human entity manipulation. Our manipulations are
carefully designed to preserve �uency but change
semantics of the textual descriptions, making them
invalid for a given video. We focus onentitiesand
verbsto evaluate if the model can truly understand
“who did what" in a video. Inspired by (Li et al.,
2020; Morris et al., 2020), we leverage a gener-
ative T5 language model (Raffel et al., 2020) to
manipulate the verb phrase and use heuristics to
swap person entities. Note that our pipeline does
not require a trained video-text model in the loop.

We apply our automatic manipulations to two
popular video-text benchmarks, MSR-VTT (Xu
et al., 2016) and LSMDC (Rohrbach et al., 2017).
We additionally collect human generated contrast
sets to compare with our automatic ones. To make
sure that our automatic negatives are of high qual-
ity, we also con�rm that humans can successfully
select the correct description for a given video with
our hard negatives. Finally, we benchmark sev-
eral video-text models on our contrast sets. We
�nd that all methods degrade in performance with
the introduction of hard negatives in the multiple-
choice setting (Figure 1). This includes the recent
CLIP-based works that demonstrated large gains in
the retrieval setting. This shows that all methods
have dif�culty discriminating between entities and
verbs when the remaining context is unchanged.
We observe that model performance drops espe-
cially on cases such as verb antonym swaps, where
�ne-grained action understanding is important.

2 Related Work

Defending and generating adversarial examples
(Jia et al., 2019; Jin et al., 2020) have been mostly
explored in NLP since the reign of pre-trained lan-
guage models (LMs) (Devlin et al., 2019). Li
et al. (2020); Garg and Ramakrishnan (2020);
Morris et al. (2020) show that substituting words
in a sentence with masked LMs (Devlin et al.,
2019; Liu et al., 2019) can successfully mislead
the classi�cation and entailment model predic-
tions to be incorrect. Template-based (McCoy
et al., 2019; Glockner et al., 2018) and manually
crafted (Gardner et al., 2020) perturbations on eval-
uation datasets have also been studied for textual
entailment. Ribeiro et al. (2020) have curated a list
of checklists to reveal bugs present in NLP models.

Language-based adversarial examples can be col-
lected to study the robustness of vision-language
models as well. Shekhar et al. (2017) intro-

duces FOIL-COCO dataset to evaluate the vision-
language model's decision when associating im-
ages with both correct and "foil" captions. Akula
et al. (2020) measure the robustness of visual refer-
ring expression models by checking if grounding is
performed correctly after word manipulation. Hen-
dricks and Nematzadeh (2021) show that vision-
language Transformers are worse at verb under-
standing than nouns. New versions of the VQA
dataset (Antol et al., 2015) are proposed to study
robustness of VQA models (Shah et al., 2019; Li
et al., 2021). Bitton et al. (2021) automatically
generate contrast sets from scene graphs to probe
compositional consistency of VQA models. Our
work is different in that we use pre-trained LMs to
introduce perturbations and evaluate robustness of
video-language models.

3 Designing Contrast Sets

In this section we present our approach to automati-
cally constructingtext-basedcontrast sets for video-
language tasks. Suppose we are given a videoVi

and descriptionsi . Contrast setŝCi = f ŝ1; :::; ŝi g
are designed such thatŝi is semantically inconsis-
tent with Vi and yet models incorrectly selectŝi

oversi in a video-to-text multiple-choice setting.
While there are different ways to create validĈi ,
we investigate manipulating 1)person entitiesand
2) verb phrasesin the original descriptions. Quali-
tative examples of̂C are shown in Table 1.

3.1 Contrast Sets for Person Entities

First, we investigate automatically swapping the
name (oridentity) of a person. The LSMDC
dataset (Rohrbach et al., 2017; Park et al., 2020) in-
cludes movie descriptions with character identities
(e.g.Harry Potter), and a list of characters present
in each movie along with their gender. We replace
each character's ID with one from the same movie
and with the same gender, to prevent the language
statistics alone from detecting the swapped IDs.

For the MSR-VTT dataset (Xu et al., 2016) we
do not have the identities; however, 80% of videos
have gender cues in the descriptions. Thus the con-
trast sets are created by swapping the gender of a
person mentioned in a sentence and the correspond-
ing pronouns (e.g.,A woman is pushing her stroller
! A man is pushing his stroller). This is done with
a template that maps gender-sensitive words and
pronouns to their counterparts (see Appendix).



Dataset Original Person Entity Verb Phrase

MSRVTT 1. Two men are doing wrestling. Two women are doing wrestling.Two men are dancing.

2. A man in black shirt is talking
with his two friends.

A woman in black shirt is talk-
ing with her two friends.

A man in black shirt is running
with his two friends.

LSMDC-ID 3. His gaze steely, Jenko lowers
his gun.

His gaze steely, Schmidt lowers
his gun.

His gaze steely, Jenko raises his
gun.

4. Jenko and Schmidt sit in the
rear pew.

Zach and Schmidt sit in the rear
pew.

Jenko and Schmidt stand in the
rear pew.

Table 1: Examples of person entity and verb phrase based contrast sets in MSR-VTT and LSMDC-IDs dataset.

3.2 Language Model Generated Verb
Contrast Sets

The above rule-based strategies cannot be directly
translated to create contrast sets for verb phrases:
1) a substitute verb phrase is not guaranteed to be
inconsistent with a video, and 2) the sentence may
look unnatural and no longer be textually plausible.
Based on their success in adversarial attack gen-
eration (Li et al., 2020; Garg and Ramakrishnan,
2020; Morris et al., 2020), we instead leverage pre-
trained language models (LMs) to automatically
manipulate the verb phrases.

We identify verb phrases in a sentence using
Spacy (Honnibal and Montani, 2017), replace them
with a mask token [MASK], and select topK
phrases that best �t the mask token using probabil-
ity scores from a LM. Different from prior work
(Li et al., 2020), we use T5-base model (Raffel
et al., 2020) instead of masked language models
(Devlin et al., 2019; Liu et al., 2019) to easily sup-
port generating multi-word candidates. We addi-
tionally �netune T5 to learn verb phrases in the
downstream training data with unsupervised de-
noising objective (Raffel et al., 2020). This is done
to mitigate the possible distribution shift between
ground truth and manipulated descriptions, which
could be exploited to distinguish between the two.

We then �lter theK sentence candidates with
the following criteria: 1) There is no verb in the
sentence. 2) Verbs are rare or unseen in training
descriptions. 3) The sentence has a high perplexity
measured by GPT2-XL (Radford et al., 2019) to en-
sure grammaticality and plausibility (Morris et al.,
2020). Lastly, we check that the semantics of a
candidate isinconsistentwith the original sentence.
This is whena) a candidate verb is an antonym2 of
an original verb, orb) a word embedding (Mrkšić
et al., 2016) of candidate and original verbs and

2Extracted using VerbNet (Schuler, 2005).

their sentence encodings (Reimers and Gurevych,
2019) both have low cosine similarity scores. We
handle the antonyms separately, as the embedding-
based scores do not adequately capture these, i.e.,
a sentence with an antonym verb may still be con-
sidered semantically close to an original sentence.

3.3 Human-Generated Verb Contrast Sets

Are language models capable of generating con-
trast sets of good quality? To answer this question,
we follow the original contrast sets work (Gardner
et al., 2020), and also create negatives manually to
see if the performance on machine and human gen-
erated contrast sets is similar. We use the Amazon
Mechanical Turk (AMT) platform and ask work-
ers to modify a verb phrase such that a sentence
becomes inconsistent with a video (see Appendix).

4 Experiments

4.1 Datasets and Multiple Choice Design

MSR-VTT (Xu et al., 2016) is composed of 10K
YouTube videos each paired with 20 natural de-
scriptions and is typically evaluated on retrieval
performance with 1000 video text pairs as candi-
dates in the test set. The multiple choice version
(Yu et al., 2018) has 2,990 test videos as queries,
and a positive caption with4 random captions from
other videos as5 answer options. We label this split
as theRandom MC. We design another MC prob-
lem by replacing one negative option with one from
our contrast sets. In particular,Gender MCswaps
gender in an original sentence;VerbLM MC and
VerbH MC include verb-based negatives generated
by our approach and by humans.

LSMDC (Rohrbach et al., 2017) includes short
movie clips and captions. Characters in these cap-
tions are labeled as SOMEONE and we cannot
construct contrast sets for person-entities. We in-
stead use captions in (Park et al., 2020) that include



V ! T RandomGenderVerbLM VerbH

Approach (R@1) MC MC MC MC

CLIP zero-shot 27.2 91.1 69.6 65.4 64.1
MMT 27.0 97.6 84.0 83.4 80.3
MMT-CLIP 30.8 97.2 84.0 80.9 78.3
CLIP4CLIP 43.1 98.4 82.7 83.7 80.2
CLIP2Video 43.3 98.3 78.5 81.1 79.0

Human - - - 92.7 94.5

Table 2: Method comparison onMSR-VTT dataset.
Human is majority vote over 3 judges.

the character identities. We create a new split using
the same movies in training and test so that the
test identities have been seen during training. We
call this modi�ed datasetLSMDC-IDs. Using this
set,Random MCis newly de�ned with4 negative
captions drawn randomly from different clips of
the same movie.ID MC swaps the character IDs
(Section 3.1) as negatives, andVerb MC includes
the verb contrast sets, as before.

4.2 Video-Text Models and Evaluation

We benchmark Transformer (Vaswani et al., 2017)
based video-language models in our experiments.
Portillo-Quintero et al. (2021) apply frozen CLIP
features (Radford et al., 2021) to perform zero-
shot video to text retrieval (CLIP zero-shot). Multi
Modal Transformer (MMT) (Gabeur et al., 2020)
learns the joint representation between text and
multiple modalities in videos. Inspired by Dz-
abraev et al. (2021), we also extend MMT to
take frozen CLIP features as input, denoted as
MMT-CLIP. CLIP4CLIP (Luo et al., 2021) and
CLIP2Video (Fang et al., 2021) directly �netune
CLIP with temporal pooler and are the state-of-the-
art in retrieval tasks. ViT-B/32 model is used for
all CLIP experiments (see Appendix C for details).
We train the above models with a contrastive loss
to learn the joint video-text representation. In MC
settings, we mark it as correct, if a ground truth
sentence is scored the highest. In addition, we also
evaluate humans on the MC task. We report video-
to-text (V ! T) Recall@1 for retrieval evaluation.

4.3 Results

Table 2 shows results on the MSR-VTT dataset. In
video-to-text retrieval, we see a signi�cant gap in
performance between the CLIP-�netuned models
and all other models. Moreover, CLIP zero-shot
matches MMT in this metric. Next, we see that
Random MCis nearly solved by almost all models.
However there is a signi�cant drop in performance

V ! T Random ID VerbLM VerbH

Approach R@1 MC MC MC MC

CLIP zero-shot 4.3 53.3 39.8 38.9 35.7
MMT 17.7 73.2 65.2 56.2 56.9
MMT-CLIP 23.8 74.8 70.1 56.9 58.7
CLIP4CLIP 25.0 72.9 69.1 54.1 57.5

Human - - - 90.2 92.8

Table 3: Method comparison onLSMDC-IDs dataset.
Human is majority vote over 3 judges.

across all models when evaluated on contrast-
set based MC. Interestingly, the performance gap
between MMT and the �netuned CLIP models
with high retrieval performance (CLIP4CLIP and
CLIP2Video) is gone in this setting, meaning
stronger retrieval performance does not guarantee
robustness to word-level manipulations. We also
observe that models with frozen CLIP features per-
form better onGender MCthanVerb MC, and �ne-
tuning the CLIP features on video-language task
can make the model less sensitive to gender infor-
mation. Finally, to verify that the automated verb-
based contrast sets are valid, we note that: models
on VerbLM MC perform on par with the human
produced onesVerbH MC, and humans maintain
accuracy greater than90%on both contrast sets.3

Table 3 presents results on the LSMDC-IDs
dataset. We �nd that distinguishing different clips
of the same movie (Random MC) is not “solved”
by the models unlike the MSR-VTT. We also notice
that the ID swaps are signi�cantly easier than the
verb swaps, and CLIP features are particularly help-
ful in distinguishing different character IDs (MMT
vs. MMT-CLIP). Table 4 shows that model accu-
racy drops by at least 13.9% when the “negative”
IDs appear more frequently in the training data than
the original IDs, meaning the models struggle to
identify IDs in the long-tail. The results on verb
contrast sets are similar to the MSR-VTT dataset.
The performance is much lower on contrast-set
MC cases thanRandom MC. There is no signi�-
cant gap betweenVerbLM MC andVerbH MC. Our
automated contrast sets are still valid as humans
perform above 90% for both cases.

Does Semantic Proximity in Verb Contrast
Sets Affect the Model Performance? To answer
this, we �rst considered a subset containing verb
antonyms. For the remaining ones, we use the off-
the-shelf sentence encoders, SentBERT (Reimers
and Gurevych, 2019) and CLIP text transformer

3We report majority vote over 3 human judges.



Figure 2: Example failure cases where MMT and CLIP4CLIP prefer a negative sentence over an original one.
Despite “watching” the video, the models have dif�culty distinguishing �ne grained actions (e.g.hold vs. stir, wipe
vs. point), and verb antonyms (pulling vs. pushing, raise vs. lower.

Overall Rare �

MMT 65.2 48.4 16.8
MMT-CLIP 70.1 56.2 13.9
CLIP4CLIP 69.1 54.2 14.9

Table 4: Accuracy forID MC in LSMDC-IDs dataset.
We show the overall accuracy and accuracy when the
original ID was more rare than the swapped ID (Rare).
� is the difference between the two accuracies.

Verb SentBERT CLIP-Text
Antonyms High Low High Low

CLIP zero-shot 53.8 63.5 76.9 60.4 72.3
MMT 67.6 79.6 95.3 80.2 89.8
CLIP4CLIP 70.6 77.6 95.7 77.0 92.4

Human 92.9 92.2 94.1 91.6 94.3

Table 5: Model accuracy onVerbLM MC in MSR-
VTT . We show contrast sets with verb antonyms, and
remaining subsets with the highest (High) and lowest
(Low) 15% semantic similarity with the original sen-
tence (High and Low). Similarity scores are calculated
using: SentBERT (Reimers and Gurevych, 2019) and
CLIP text encoder (Radford et al., 2021).

(Radford et al., 2021), to measure the semantic
proximity b.w. the original and negative sentences,
and select the ones with the highest and lowest 15%
according to these scores (High/Low)4. We present
the results on MSR-VTT in Table 5. We notice that
the models especially struggle with antonyms, such

4These subsets are disjoint from the antonym set to avoid
scoring antonyms as semantically similar (see Section 3.2).

as dropping from 83.7% (in Table 2) to 70.6% for
CLIP4CLIP. Humans on the other hand get 92.9%
accuracy and show no difference in their perfor-
mance. The best models achieve high accuracy on
par with humans on semantically different exam-
ples (Low) as measured by both SentBERT amd
CLIP-Text. However, model performance is much
lower for contrast sets with high semantic similar-
ity (High), whereas human performance is not as
affected (e.g. CLIP4CLIP drops to 77.6% and hu-
mans maintain 92.2% accuracy on SentBERT). In
Figure 2, we show failure cases where the SOTA
models are misled by semantically close sentences
and verb antonyms, due to their lack of �ne-grained
understanding of actions in the video.

5 Conclusion

We present a pipeline to build automatic contrast
sets for video and language tasks, focused on ma-
nipulating person entities and verb phrases. We
show that models struggle on contrast sets com-
pared to random negatives, and stronger retrieval
models do not show better robustness to hard neg-
atives. For verb contrast sets, we �nd that model
performance is strongly correlated with semantic
proximity, unlike humans. We leave it as future
work to use automatic contrast sets in training to
improve model robustness, and designing contrast
sets for different concepts/parts of speech.


