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Abstract
Implicit Discourse Relation Recognition001
(IDRR) is an important task to classify the002
discourse relation sense between argument003
pairs without an explicit connective. Recently,004
prompt learning methods have demonstrated005
success in dealing with IDRR. However,006
prior work primarily transform IDRR into a007
connective-cloze task based on the masked008
language model (MLM), which limits the009
predicted word to one single token. Besides,010
these methods use hand-crafted verbalizers011
which are time-consuming and less convincing.012
In this paper, we propose NCPrompt, an013
NSP-based prompt learning and Contrastive014
learning method for IDRR. Specifically, we015
automatically search the optimal verbalizer for016
IDRR based on the statistical and expressive017
features of connectives. Furthermore, we018
transform the IDRR task into a next sentence019
prediction (NSP) task and introduce contrastive020
learning by constructing augmentation views.021
In this way, the answer words of multiple022
tokens can convey more precise meaning and023
contrastive learning can help to generate more024
informative embeddings, expected to boost the025
model performance. To our knowledge, we are026
the first to apply NSP to handle the IDRR task.027
Experiments on the PDTB 3.0 corpus have028
demonstrated the effectiveness and superiority029
of our proposed model.030

1 Introduction031

Implicit Discourse Relation Recognition (IDRR)032

aims at classifying the relation sense between a033

pair of text segments (called arguments) without an034

explicit connective (Xiang and Wang, 2023). IDRR035

provides essential information for many down-036

stream Natural Language Processing (NLP) tasks,037

such as question answering (Jansen et al., 2014)038

and machine translation (Li et al., 2014). Without039

explicit connectives as triggers, IDRR is a rather040

challenging task which depends on understanding041

the semantics of natural language text.042

The challenge and key point to the IDRR task 043

is to learn high-quality semantic features of ar- 044

gument pairs. Leveraging the powerful ability 045

of Pre-trained Language Model (PLM) in repre- 046

sentation learning, the pre-train, prompt, and pre- 047

dict paradigm, also known as prompt learning 048

(Liu et al., 2023), has replaced the pre-train and 049

fine-tune paradigm as the mainstream solution for 050

IDRR. Prompt learning can bridge the gap between 051

pre-training and downstream task objective by re- 052

formulating the downstream tasks to match the pre- 053

training tasks of PLMs and can thus fully exploit 054

the semantic knowledge embedded in PLMs. Com- 055

bining the design considerations of prompt learning 056

and the specific characteristics of the IDRR task, 057

how to develop a prompt learning-based solution 058

to the IDRR task still exists challenges. 059

On the one hand, how to design prompt tem- 060

plates to transform the IDRR task into pre-training 061

tasks of PLMs is the critical step and core challenge 062

of prompt learning methods. Most existing mod- 063

els (Xiang et al., 2022b; Zhou et al., 2022; Xiang 064

et al., 2023; Wu et al., 2023) reformulate the IDRR 065

task into a connective-cloze task, consistent with 066

the masked language model (MLM) task of PLMs. 067

The MLM can only predict one single token for the 068

masked slot, and thus only individual connectives 069

can be selected as answer words, which extremely 070

limits the construction of verbalizers. Meanwhile, 071

it is obvious that phrases can convey more precise 072

meaning than individual words. Therefore, we pro- 073

pose to transform the IDRR task into the next sen- 074

tence prediction (NSP) task of PLMs by inserting 075

the various-length connectives between argument 076

pairs and predicting their logical relationship in 077

order to expand the construction of verbalizers. 078

On the other hand, the construction of verbaliz- 079

ers is also a great challenge due to the character- 080

istics of the IDRR task. Specifically, the relation 081

hierarchy in the Penn Discourse TreeBank (PDTB) 082

3.0 corpus (Webber et al., 2019) is complicated, 083
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Figure 1: The annotation hierarchy of discourse relation
senses in the PDTB 3.0 corpus (and can be assigned to
various relation senses by annotators).

and the annotated implicit connectives are numer-084

ous as well as ambiguous according to Figure 1.085

Obviously, to select the least ambiguous and most086

representative connectives as answer words from087

massive candidates brings too much trouble. Exist-088

ing models (Xiang et al., 2022b; Zhou et al., 2022;089

Xiang et al., 2023; Wu et al., 2023) manually con-090

struct verbalizers, consuming lots of human efforts.091

Meanwhile, it’s also hard to ensure the superiority092

of such manually selected verbalizers which rely on093

domain expertise. Suboptimal verbalizers may neg-094

atively impact the performance of prompt learning095

methods (Gao et al., 2021). Therefore, we propose096

to automatically construct the verbalizer for IDRR097

based on the statistical and expressive features of098

candidate connectives, in order to reduce manual099

efforts and obtain optimal verbalizer.100

Also, inspired by ConnPrompt (Xiang et al.,101

2022b) utilizing a multi-prompt ensemble strategy,102

we notice that multiple prompts create a kind of103

augmentation views which naturally constitute the104

data augmentation process of contrastive learning105

(Chen et al., 2020). By discrimination among pos-106

itive and negative samples in the representation107

space, contrastive learning can generate more infor-108

mative embeddings (Dehghan and Amasyali, 2022).109

Therefore, we propose to combine the contrastive110

learning loss with the classification loss specially111

for NSP-based prompt learning methods in order112

to capture critical semantic information among em-113

beddings and further boost the model performance.114

In this paper, we propose NCPrompt, an NSP-115

based prompt learning and Contrastive learning116

method for IDRR. First, we automatically construct117

the verbalizer for IDRR based on statistics refine-118

ment and relevance refinement process. Second, we119

reformulate the IDRR task into an NSP task by in-120

serting the searched connectives between argument121

pair and predicting the coherence score. Third, we122

construct positive and negative samples and define 123

contrastive loss combined with the classification 124

loss to boost the model performance. Experiments 125

on PDTB 3.0 corpus have demonstrated the superi- 126

ority of our proposed NCPrompt over other compet- 127

itive baselines. More importantly, our NCPrompt 128

validates the potential of NSP and provides inspira- 129

tion for other NLP tasks. 130

2 Related Work 131

2.1 Implicit Discourse Relation Recognition 132

IDRR is a major challenge in NLP research whose 133

difficulty lies in learning informative representa- 134

tions of argument pairs. With the emergence of 135

BERT (Devlin et al., 2019), RoBERTa (Liu et al., 136

2019) and other powerful PLMs, pre-train and fine- 137

tune paradigm has been applied in IDRR (Chen 138

et al., 2016; Liu and Li, 2016; Ruan et al., 2020; 139

Li et al., 2020; Liu et al., 2020; Xiang et al., 140

2022a) which transfer the pre-trained representa- 141

tions to downstream tasks to encode argument pairs 142

into semantic embeddings. For example, IPAL 143

(Ruan et al., 2020) designs a cross-coupled network 144

to combine self-attention and interactive-attention 145

mechanisms integrated with BERT. However, such 146

paradigm may result in poor utilization of PLM 147

knowledge due to the inconsistency between the 148

pre-training and downstream task objective. 149

Recently, the prompt learning paradigm is pro- 150

posed to bridge the gap between pre-training 151

and downstream task objective and successfully 152

employed for IDRR. ConnPrompt (Xiang et al., 153

2022b) and PCP (Zhou et al., 2022) first apply 154

prompt learning to IDRR by simply transforming 155

IDRR into a connective-cloze task. Subsequently, 156

the CP-KD (Wu et al., 2023) and AdaptPrompt 157

(Wang et al., 2023) model combine knowledge 158

distillation with prompt learning, and TEPrompt 159

(Xiang et al., 2023) introduces auxiliary tasks to 160

represent the intrinsic correlation between connec- 161

tives and relations. Also, DiscoPrompt (Chan et al., 162

2023b) injects discourse label structure information 163

into prompts. However, the use of NSP task and 164

automatic construction of verbalizers have hardly 165

been explored in current methods. 166

2.2 Next Sentence Prediction 167

Prompt learning is playing a dominative role in 168

NLP, however, most work (Schick et al., 2020; Hu 169

et al., 2022b; Zhang and Wang, 2023) design cloze- 170

format prompts based on MLM, limiting the an- 171
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so[CLS] Arg1  [SEP]  Arg2  [SEP] 
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Figure 2: Overview of the proposed NCPrompt model (so is the gold connective of current argument pair).

swer words to one single token. In fact, besides the172

common MLM task, there also exists a sentence-173

level pre-training task, NSP, in BERT (Devlin et al.,174

2019) and ERNIE (Zhang et al., 2019), which set175

no restriction to the length of answer words. NSP176

trains the PLM to identify whether two input sen-177

tences are continuous segments from the training178

corpus. In the past, the necessity of the NSP task179

has been questioned by RoBERTa (Liu et al., 2019)180

and ALBERT (Lan et al., 2020), so NSP is hardly181

utilized in prompt learning until the NSP-BERT182

(Sun et al., 2021) model proves its abilities.183

NSP-BERT transforms the single-sentence clas-184

sification tasks into NSP and achieves performance185

comparable to the MLM-based PET (Schick and186

Schuetze, 2021) model, proving the potential of187

NSP in prompt learning. However, NSP-BERT188

only conducts experiments on fundamental NLP189

tasks instead of focusing on challenging tasks like190

IDRR. Therefore, we first propose to transform191

IDRR into NSP by inserting the answer connectives192

between argument pairs and predicting whether the193

two arguments come consecutively.194

3 The Proposed NCPrompt Model195

Figure 2 presents the overview of our proposed196

NCPrompt model. Overall, we first design prompt197

to reformulate the IDRR task into an NSP task. The198

PLM outputs the coherence score of the argument 199

pair connected by each connective from the answer 200

space. During training, we combine the contrastive 201

loss on multiple views of the argument pair with 202

the connective classification loss. During testing, 203

the connective with the highest coherence score is 204

mapped into the answer relation sense through our 205

automatically constructed verbalizer. 206

3.1 Prompt Template 207

The argument pair is transformed to the for- 208

mat of PLM-input through the prompt template 209

T (Arg1, Arg2) = T (x). The comparison between 210

MLM-based and NSP-based prompt learning for 211

IDRR is illustrated in Figure 3. In MLM-based 212

prompt learning models, T (x) usually consists 213

of the input, the [MASK] token and sometimes 214

task-specific texts. In ConnPrompt (Xiang et al., 215

2022b), the authors design a kind of connective- 216

cloze prompt template, denoted as Tconn(x): 217

Tconn(x) = [CLS] +Arg1 + [MASK] +Arg2 + [SEP ] 218

The PLM estimates the probability of each word 219

in its vocabulary for the [MASK] token to pre- 220

dict a connective-bearing answer word, but only 221

single-token words can be predicted. In NSP-based 222

prompt learning models, however, there is no such 223

restriction. In our NCPrompt, connectives of single 224

3
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Argument 1 Argument 2
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Argument 1 Argument 2
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Next Sentence Prediction (NSP)

[so]

Figure 3: Examples of comparison between MLM-
based and NSP-based prompt learning for IDRR.

token or multiple tokens can become part of the225

prompt template, denoted as TNC(x):226

TNC(x) = [CLS] +Arg1 + v + [SEP ] +Arg2 + [SEP ]227

where v refers to every candidate connective in228

the constructed answer space V = {v1, v2, ..., vk}229

and |V | = k is the total number of connectives in230

the answer space. Specifically, every connective231

vi constitutes a specific prompt TNC(x, vi) = pi.232

And there is one gold connective denoted as vg for233

a argument pair, leading to prompt pg. Inspired by234

ConnPrompt (Xiang et al., 2022b), we also design235

two auxiliary prompts as the augmentation views236

of the positive sample pg, as below:237

T a1
NC(x, vg) = [CLS]+Arg1+[SEP ]+vg+Arg2+[SEP ]238

239
T a2
NC(x, vg) = [CLS]+vg+Arg1+[SEP ]+Arg2+[SEP ]240

We denote the above two prompts as pa1g and pa2g241

respectively. For contrastive learning, prompts pg,242

pa1g and pa2g constitute the positive samples together,243

while pi(i ̸=g) constitute the negative samples.244

3.2 Model Prediction245

After the PLM encoder M , we can obtain the hid-246

den state vector of [CLS] token denoted as h[CLS]247

for every input. Then, the NSP head outputs the248

prediction scores of the relationship between input249

sentences, denoted as qM (n|x):250

qM (n|x) = Wnsph[CLS] + bnsp,251

where n ∈ {IsNext,NotNext}, Wnsp and bnsp252

are learnable parameters. We take the IsNext253

score of NSP head as the output logit of the current 254

connective vi towards prompt pi, which is: 255

p(vi|x) = qM (n = IsNext|x; pi) 256

Then, a softmax layer is applied to the output 257

logits of all candidate connectives V to normalize 258

them into output probabilities: 259

P (vi|x) =
exp p(vi|x)∑k

j=1 exp p(vj |x)
260

During training, the output probability distribu- 261

tions of connectives are utilized to compute clas- 262

sification loss with the gold connective label of 263

the current argument pair, combined with the con- 264

trastive loss. During testing, we choose the con- 265

nective with the highest output probability as the 266

answer connective v̂ of the current argument pair: 267

v̂ = vargmax
i

P (vi|x) 268

Then, the answer connective is mapped into the 269

answer relation sense through the verbalizer. 270

3.3 Verbalizer Construction 271

In prompt learning methods for IDRR, verbalizer is 272

an essential component to select the least ambigu- 273

ous and most representative connectives as answer 274

space and then map each of them to a specific re- 275

lation sense. Motivated by LM-BFF (Gao et al., 276

2021) and KPT (Hu et al., 2022a), we propose 277

statistics refinement and relevance refinement pro- 278

cess in order to develop a pipeline of automatic 279

verbalizer construction. 280

Statistics Refinement: In the original map- 281

ping between annotated connectives and relation 282

senses, some connectives can be annotated to mul- 283

tiple top-level relation senses as shown in Fig- 284

ure 2. Therefore, referring to the classical TF-IDF 285

(Sparck Jones, 1972), we measure the importance 286

of ambiguous connectives u to each top-level re- 287

lation sense yi, where i ∈ {1, .., n} and n = 4 288

represents the total number. The computation for- 289

mula of Term Frequency (TF) is as follow: 290

TF (u, yi) =
count(u, yi)∑
j count(uj , yi)

291

where count(u, yi) denotes the times that connec- 292

tive u is annotated to the relation sense yi. TF can 293

represent the annotation frequency and expressive 294
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ability of ambiguous connectives towards each top-295

level relation sense. The computation formula of296

Inverse Category Frequency (ICF) is as follow:297

ICF (u) = log(1 +
n

|j : u ∈ yj |
)298

299
TF.ICF (u, yi) = TF (u, yi)× ICF (u)300

where |j : u ∈ yj | denotes the number of top-level301

relation senses containing connective u. ICF can302

measure the ability of connectives to distinguish303

different top-level relation senses. Combining TF304

and ICF, we obtain the TF.ICF indicator to perform305

statistics refinement on ambiguous connectives by306

classifying each of them into the relation sense with307

the highest TF.ICF score:308

sense(u) = yargmax
i

{TF.ICF (u,yi)}309

Accordingly, after handling the ambiguous connec-310

tives, we can obtain the one-to-one mapping be-311

tween candidate connective set and each top-level312

discourse relation sense, denoted as Ci.313

Relevance Refinement: Since some connectives314

may be more relevant to the corresponding relation315

sense than others, we propose a relevance refine-316

ment method to search the most representative con-317

nectives towards each second-level relation sense.318

We first narrow down the candidate connective set319

Ci based on their conditional likelihood over train-320

ing data using the initial PLM without fine-tuned.321

Specifically, we construct the pruned connective set322

by selecting top a (hyper-parameter) connectives323

that achieve the highest output logit on training324

data for each top-level relation sense, denoted as:325

Cp
i = Top− a

v∈Ci

{
∑

x∈Di
train

p(v|x)}326

where Di
train is the training data of each top-level327

relation sense yi. Then, for each second-level rela-328

tion sense yji , we continue to search top b (hyper-329

parameter) connectives, denoted as:330

Cj
i = Top− b

v∈Cp
i

{
∑

x∈Di,j
train

p(v|x)}331

By performing permutations on the connective332

set Cj
i , we can get all candidate verbalizers that333

contain the most representative connective mapped334

to each second-level relation sense. To achieve our335

final verbalizer, we first select a subset of c (hyper-336

parameter) verbalizers that maximize zero-shot F1337

Relation sense Connective words

Comparison in contrast, by comparison, however, but

Contingency so, in order, as a result, therefore, consequently, since

Expansion for instance, for example, in fact, and, thereby

Temporal then, previously

Table 1: Answer space of our NCPrompt and connection
to the top-level discourse relation senses in the PDTB
corpus.

score on training data and fine-tune the selected 338

verbalizers to find the only one that maximizes F1 339

score on development data. 340

In this way, we automatically construct the ver- 341

balizer for IDRR that every connective is directly 342

mapped to a second-level relation sense and then 343

mapped to the top-level relation sense. Our final 344

verbalizer is shown in Table 1. 345

3.4 Training Strategies 346

Inspired by Jian et al. (2022) who combine a con- 347

trastive learning loss with the standard MLM loss 348

in prompt-based few-shot learners, we first pro- 349

pose to introduce contrastive learning to NSP-based 350

prompt learning methods. Actually, the NSP task 351

applied in prompt learning naturally creates hard 352

negative samples (Robinson et al., 2020) which dif- 353

fer from the positive sample pg only in connective 354

and thus provide significant connective guidance 355

for contrastive learning, expected to capture crit- 356

ical semantic features of embeddings. Therefore, 357

our overall training goal consists of both cross en- 358

tropy loss LCE for connective classification and 359

contrastive learning loss LCL for bringing positive 360

samples closer and pushing negative samples away. 361

Cross Entropy Loss: We define the cross entropy 362

loss as follow: 363

LCE = − 1

N

N∑
i=1

gi log P (xi), 364

where gi is the gold connective label of the i-th 365

training argument pair and N is the batchsize. The 366

gold connective label is not the manually annotated 367

implicit connective by annotators but the specific 368

connective mapping to the gold relation sense label 369

through our constructed verbalizer. 370

Contrastive Learning Loss: As illustrated in Fig- 371

ure 2, after creating augmentation views of pg, we 372

obtain 3 positive samples and k − 1 negative sam- 373

ples in total, which are input into the PLM in the 374

same batch. For a positive pair of examples (i, j), 375
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Relation Sense Train Dev. test
Comparison 1937 190 154
Contingency 5916 579 529
Expansion 8645 748 643
Temporal 1447 136 148
Total 17945 1653 1474

Table 2: Statistics of implicit relation instances in the
PDTB 3.0 corpus with top-level relation senses.

the contrastive learning loss is defined as:376

l(i, j) = −log
exp(sim(zi, zj)/τ)∑k+2

l=1 1[l ̸=i]exp(sim(zi, zl)/τ)
377

where 1[l ̸=i] ∈ {0, 1} is an indicator function eval-378

uating to 1 iff l ̸= i, sim(·) is the standard cosine379

similarity and τ is a temperature hyper-parameter.380

And in our NCPrompt, z is consistent with h[CLS]381

for every input sample. The contrastive learning382

loss is computed across all positive pairs in a batch:383

LCL =
1

N

N∑
i=1

[
∑

l,j∈{pg ,p
a1
g ,p

a2
g }

l ̸=j

l(j, l)]384

Our total loss is a weighted average of LCE and385

LCL, which is:386

L = (1− λ) · LCE + λ · LCL387

where λ is a scalar weighting hyper-parameter for388

the contrastive loss.389

4 Experiment Settings390

4.1 Dataset391

We conduct our experiments on the PDTB 3.0 cor-392

pus, which includes more than one million words393

of English texts from Wall Street Journal. Also,394

we follow the conventional data splitting (Ji and395

Eisenstein, 2015) to take the sections 2-20 as the396

training set, 0-1 as the development set, and 21-397

22 as the testing set. Our experiments focus on398

the recognition of four top-level discourse relation399

senses, namely {Comparison, Contingency, Expan-400

sion, Temporal}. Table 2 presents the statistics of401

implicit discourse relation instances in dataset.402

4.2 Baselines403

To validate the effectiveness of our proposed404

NCPrompt, we compare our method with the ad-405

vanced models in recent years. First, we select406

competitive baselines based on the pre-train and407

fine-tune paradigm:408

• DAGRN (Chen et al., 2016) adopts a gated 409

relevance network to capture the semantic in- 410

teraction. 411

• NNMA (Liu and Li, 2016) represents argu- 412

ments with the neural networks with multi- 413

level attention. 414

• IPAL (Ruan et al., 2020) uses a cross-coupled 415

network to propagate attention. 416

• PLR (Li et al., 2020) proposes a penalty- 417

based loss re-estimation method to regulate 418

the attention learning. 419

• BMGF (Liu et al., 2020) combines represen- 420

tation, matching, and fusion modules for im- 421

plicit discourse analysis. 422

• MANF (Xiang et al., 2022a) fuses semantic 423

connection and linguistic evidence for relation 424

recognition. 425

Second, we select some models based on the 426

pre-train, prompt, and predict paradigm: 427

• ConnPrompt (Xiang et al., 2022b) trans- 428

forms the IDRR task as a connective-cloze pre- 429

diction task based on BERT and other PLMs, 430

and achieves state-of-the-art performance on 431

the PDTB 3.0 corpus. 432

• PCP (Zhou et al., 2022) proposes a prompt- 433

based connective prediction method based on 434

RoBERTa, and achieves state-of-the-art per- 435

formance on the PDTB 2.0 corpus. 436

For fair comparisons, we only select the mod- 437

els which simply apply prompt learning and ig- 438

nore models further combined with other strate- 439

gies like TEPrompt (Xiang et al., 2023). Since 440

RoBERTa (Liu et al., 2019) and some PLMs have 441

abandoned the NSP task, we re-implement PCP 442

based on BERT (Devlin et al., 2019) and ERNIE 443

(Zhang et al., 2019) on the PDTB 3.0 corpus using 444

the verbalizer of ConnPrompt. 445

Moreover, as ChatGPT has demonstrated strong 446

capabilities in contextual understanding and inter- 447

active dialogue, we propose to try ChatGPT on 448

zero-shot IDRR task by designing appropriate tem- 449

plate like: 450

"Choose the most appropriate connective between Arg1 and 451

Arg2 from one of the given connectives: " + Answer space + 452

"Arg1: " + Arg1 + "Arg2: " + Arg2 + "Connective: " + ChatGPT 453

output 454

6



Model PLM Acc F1
NNMA Glove 57.67% 46.13%
DAGRN Word2Vec 57.33% 45.11%
MANF Word2Vec 60.45% 53.14%
IPAL BERT 57.33% 51.69%
PLR BERT 63.84% 55.74%
MANF BERT 64.04% 56.63%
BMGF RoBERTa 69.95% 62.31%
ConnPrompt BERT 68.86% 62.66%
PCP BERT 66.42% 62.14%
Our Model BERT 69.13% 63.01%
ConnPrompt ERNIE 67.98% 63.98%
PCP ERNIE 70.83%∗ 65.60%∗

Our Model ERNIE 71.37% 65.73%
ChatGPT gpt-3.5-turbo 32.97% 28.79%

Table 3: Overall results of our NCPrompt and baselines
for IDRR on the PDTB 3.0 corpus. The boldface and
the * are the best and the second best results respectively
among all models, the underline is the best result among
models in a specific group.

4.3 Experiment Settings455

In NCPrompt, we conduct our experiments on two456

PLMs with the NSP task: BERT (Devlin et al.,457

2019) and ERNIE (Zhang et al., 2019). BERT is458

the most representative PLM proposed by Google,459

while ERNIE is a knowledge-enhanced PLM pro-460

posed by Baidu. Specifically, we adopt the bert-461

base-uncased model and ernie-2.0-en model imple-462

mented in PyTorch by HuggingFace transformers,463

and run with CUDA on RTX 3090. We set the464

batchsize to 4 and learning rates to 1e-5 and hyper-465

parameters a, b, c, τ, λ to 50 respectively.466

5 Result and Analysis467

5.1 Overall Result468

We implement a four-way classification on the469

top-level discourse relation senses of the PDTB470

3.0 corpus and adopt the commonly used macro471

F1 score and accuracy (Acc) as evaluation met-472

rics. Table 3 compares the overall performance473

between our NCPrompt and baselines. In the ta-474

ble, models in the first group all use pre-train and475

fine-tune paradigm. The second and third group476

respectively represent methods of BERT-based and477

ERNIE-based prompt learning for IDRR while the478

last group is the latest ChatGPT solution.479

We first observe that our NCPromptERNIE480

achieves the best Acc and F1 score among all481

models. Also, our NCPromptBERT offers distinc-482

tive advantages in BERT-based prompt learning for483

IDRR, which validates the effectiveness and supe- 484

riority of our methods. The usage of NSP enables 485

phrases as answer connectives, which can convey 486

more accurate meaning for PLMs to understand. 487

Based on the NSP task, we introduce automatic 488

verbalizer construction and contrastive learning as 489

well, boosting the model performance together. 490

In the first group, models using BERT and 491

RoBERTa generally outperform NNMA, DAGRN 492

and MANFWord2V ec using Glove and Word2Vec 493

language model to transfer English words into 494

static word embeddings. This can be attributed to 495

their utilization of Transformer-based PLMs which 496

provide dynamic and contextual embeddings. 497

Comparing between prompt-learning methods 498

in the second and third groups, we notice that 499

ERNIE-based methods outperform the BERT- 500

based ones. Although they all employ Transformer- 501

based PLMs, ERNIE uses some knowledgeable 502

masking strategies to optimize the pre-training pro- 503

cesses. Also, BMGF achieves competitive result 504

with prompt-learning methods due to the usage 505

of RoBERTa pre-trained on a much larger dataset. 506

Therefore, it can be seen that the improvements in 507

the pre-training process are expected to benefit the 508

model performance. In conclusion, we observe that 509

the choice of PLMs indeed has a decisive effect on 510

the results and we should evaluate the performance 511

of models based on the same PLMs to make fair 512

comparisons. 513

Overall, prompt-learning methods outperform 514

models based on the pre-train and fine-tune 515

paradigm in the first group especially when us- 516

ing the same PLM. This result proves that prompt 517

learning can better utilize the semantic knowledge 518

embedded in PLMs than the traditional fine-tune 519

paradigm by reformulating downstream tasks into 520

the pre-training tasks of PLMs. 521

Finally, the ChatGPT-based model performs the 522

worst among all on zero-shot IDRR task. This 523

result reveals that IDRR is still a challenging and 524

tricky task for ChatGPT, consistent with the results 525

in Chan et al. (2023b,a). Although ChatGPT has 526

exhibited powerful abilities in NLP, there still exist 527

various tasks that cannot be easily solved at the 528

current state, motivating us to design unique and 529

innovative methods for specific research. 530

5.2 Ablation study on Verbalizer Construction 531

Table 4 shows the ablation study results on 532

the verbalizer construction process of our 533

NCPromptBERT . w manual replaces our verbalizer 534
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Model Acc F1
NCPrompt 69.13% 63.01%
w manual 68.52% 62.13%
w/o statistics refinement 67.30% 61.58%
w/o relevance refinement 66.82% 60.86%
w/o fine-tune search 64.86% 59.40%

Table 4: Ablation study on the automatic verbalizer
construction process of NCPromptBERT .

Relation sense Connective words
Comparison similarly, but, however, although
Contingency for, if, because, so
Expansion instead, by, thereby, specifically, and
Temporal simultaneously, previously, then

Table 5: Answer space of ConnPrompt (Xiang et al.,
2022b) and connection to the top-level discourse rela-
tion senses in the PDTB corpus.

with the manually constructed one in ConnPrompt535

(Xiang et al., 2022b) where all answer words are536

single-token connectives as shown in Table 5. w/o537

statistics refinement doesn’t handle the ambiguous538

connectives. w/o relevance refinement constructs539

the pruned sense-connectives mapping not based540

on conditional likelihood. w/o fine-tune search541

constructs the final verbalizer without a fine-tune542

search on development data.543

Compared with NCPrompt, using ConnPrompt’s544

manually constructed verbalizer reduces the F1545

score by almost 1%. This result indicates that546

multi-token connectives are indeed more expres-547

sive and effective in prompt learning for IDRR.548

Also, the manually selected answer words can be549

sub-optimal, time-consuming and less convincing.550

When removing the statistics refinement module,551

we first ignore those ambiguous connectives and di-552

rectly eliminate the verbalizers that connectives are553

annotated to multiple top-level senses, which down-554

grades the F1 score by more than 1%. This natu-555

rally excludes some connectives from their most556

corresponding relation senses, validating the effec-557

tiveness of the statistics refinement process.558

The F1 score of NCPrompt without the rele-559

vance refinement module drops by more than 2%.560

It means that candidate connectives only decided561

by annotation statistical information without count-562

ing on conditional likelihood logits, will result in563

fewer representative connectives. Also, the fine-564

Model Acc F1
NCPrompt 69.13% 63.01%
w/o contrastive loss 68.18% 61.76%
w prompt pa1g 68.59% 62.59%
w prompt pa2g 68.52% 62.05%

Table 6: Ablation study on the contrastive learning loss
of NCPromptBERT .

tune search process is proven to be helpful because 565

solely the zero-shot performance can’t totally de- 566

termine the potential of the verbalizers. 567

5.3 Ablation study on Contrastive Learning 568

Table 6 shows the ablation study results on the 569

contrastive loss of our NCPromptBERT . w/o con- 570

trastive loss only trains the PLM parameters with 571

cross entropy loss removing the contrastive loss. w 572

prompt pa1g and w prompt pa2g only introduce one 573

augmentation positive prompt respectively. 574

When removing the contrastive learning loss, the 575

F1 score decreases by over 1%, which proves that 576

contrastive learning can indeed boost the relation 577

recognition performance by capturing significant 578

connective information. Meanwhile, we can ob- 579

serve that the model performance degrades if there 580

is only one augmentation view of the positive sam- 581

ple pg, which suggests that the model can learn 582

more representation features with increasing num- 583

bers of positive samples for contrastive learning. 584

6 Conclusion 585

In this paper, we first apply the NSP-based 586

prompt learning method for IDRR and propose 587

the NCPrompt framework, which further combines 588

automatic verbalizer construction and contrasting 589

learning loss. Experiments on the PDTB 3.0 corpus 590

prove that our NCPrompt can achieve better results 591

than competitive baselines. Also, our successful us- 592

age of the NSP task in IDRR validates the potential 593

and capability of this pre-training task and offers a 594

new perspective that NSP-based prompt learning 595

methods can be as remarkable as the commonly- 596

used MLM-based ones by allowing multi-token 597

answer words. 598

Limitations 599

In verbalizer construction, we only regard connec- 600

tives annotated in the PDTB 3.0 corpus as candi- 601

dates. 602
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