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ABSTRACT

While modern recurrent architectures like xLSTM show promise for vision tasks,
their potential has been hindered by the challenge of effectively applying autore-
gressive pretraining—a cornerstone of NLP success—to 2D image data. This pa-
per introduces MAL, a framework that unlocks autoregressive learning for vision-
oriented xLSTMs. Our core innovation is a cluster-masked pretraining strat-
egy, which reorganizes an image into a sequence of semantically meaningful lo-
cal clusters. This approach creates a more structured input sequence uniquely
suited to xLSTM’s memory mechanisms. By combining this with our novel clus-
ter scanning strategy which defines an optimal processing order, MAL effec-
tively learns powerful visual representations by predicting entire image regions
autoregressively. Our experiments show that this novel pretraining scheme allows
MAL to significantly outperform traditional supervised models, fully leveraging
the scaling potential of xLSTM and setting a new performance benchmark.

1 INTRODUCTION

In recent years, efficient visual representation learning has become a key focus in computer vision
research. The introduction of Transformer models and State Space Models (SSM), like Mamba,
has significantly impacted visual task processing, showing impressive performance across various
applications Liu et al. (2024b); Ma et al. (2024). However, these models often face challenges
when scaling to larger sizes, which limits their efficiency and applicability Hatamizadeh & Kautz
(2024). For instance, Vision Mamba (Vim) Zhu et al. (2024) can experience performance stagnation
or training crashes at larger scales Ren et al. (2024).

In this paper, we focus on autoregressive pretraining in self-supervised visual representation learn-
ing, which predicts the next token sequentially from start to finish. This approach is motivated by
two key factors. Firstly, autoregressive pretraining is a standard method for training large language
models and has been influential across various architectures, including Transformers and Mamba Gu
& Dao (2023); Liu & Yi (2025). It has shown promise in computer vision, as evidenced by Vision
Transformer (ViT) El-Nouby et al. (2024); Ren et al. (2023a). Secondly, the Mamba architecture’s
linear attention properties naturally support autoregressive modeling by allowing each token to at-
tend only to its predecessors, enhancing training efficiency.

The development of the extended Long Short-Term Memory (xLSTM) family marks a significant
advancement in natural language processing (NLP). xLSTM enhances traditional LSTM architec-
ture, achieving performance comparable to leading Transformer models while overcoming some
LSTM limitations. The vision-LSTM approach has successfully adapted xLSTM for visual tasks,
demonstrating its versatility. Inspired by these advancements, we propose a novel approach that
utilizes xLSTM instead of Mamba or Transformer components to construct a visual autoregressive
pretraining framework.

To address these challenges and unlock the full potential of xLSTM in vision, we propose MAL
(Cluster-Masked Scanning and Pretraining for Enhanced xLSTM Vision Performance). Instead of
treating an image as a simple flat sequence of patches, which can disrupt local spatial coherence,
MAL introduces a novel cluster-masked autoregressive pretraining methodology. Our key insight
is that by grouping spatially adjacent patches into larger, semantically richer clusters, we can create
a more structured sequence for the model to process. This approach not only enhances local feature
capture but also presents a more manageable and meaningful prediction task for the autoregressive
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objective. Furthermore, MAL integrates this strategy within a parallel encoder-decoder architecture,
demonstrating for the first time an effective way to apply autoregressive pretraining to the xLSTM
family for visual representation learning.

Experimental results show that MAL significantly outperforms traditional supervised training mod-
els, effectively leveraging xLSTM’s scaling potential to handle large and complex visual datasets.
By addressing LSTM limitations with xLSTM’s advanced capabilities and novel pretraining strate-
gies, MAL sets a new standard for visual task performance, highlighting the transformative potential
of autoregressive in computer vision. The major contributions of this paper are three-fold:

• Innovative Cluster-Masked Masking Strategy: The paper introduces a novel cluster-
masked masking approach that enhances xLSTM’s ability to capture local image features
and optimizes image scanning efficiency. This method groups spatially adjacent patches
into larger clusters, improving both feature extraction and computational efficiency.

• Cluster-Masked Scanning Method: Our framework introduces a new scanning strategy
that processes these clustered representations, allowing for more effective autoregressive
modeling. This method enhances the model’s understanding of spatial relationships within
the visual data.

• Improved Model Adaptability and Performance: Our approach reduces discrepancies
by maintaining architectural consistency between pretraining and fine-tuning. To our
knowledge, this is the first use of xLSTM for autoregressive tasks in visual representa-
tion learning. Experiments show it significantly outperforms traditional supervised models
across various visual tasks, effectively leveraging xLSTM’s scalability.

2 RELATED WORK

2.1 LSTM IN VISION

Recurrent Neural Networks (RNNs) were initially developed to address problems in Natural Lan-
guage Processing (NLP), such as time-series prediction and speech recognition, by effectively cap-
turing temporal dependencies in sequential data. Recently, to overcome the quadratic computa-
tional complexity of transformers, time-parallel data-dependent RNNs (referred to as linear RNNs
in this paper) have made significant advancements Qin et al. (2023); Orvieto et al. (2023); Sun et al.
(2023); De et al. (2024); Yang et al. (2023); Gu & Dao (2023); Sun et al. (2024); Beck et al. (2024).
ViG’s Liao et al. (2024) innovative use of gated linear attention to achieve linear complexity by
dynamically adjusting receptive fields. These models provide efficient parallel training capabilities
while maintaining linear complexity, achieving performance levels that meet or even exceed those
of transformers. Due to their scalability and efficiency, linear RNNs are expected to play an in-
creasingly important role across various fields, with some studies Duan et al. (2024a); Alkin et al.
(2024a); Liang et al. (2024) already applying linear RNNs to the 2D vision domain. Vision-LSTM
(ViL), which adapts the xLSTM building blocks for computer vision, has been shown to outperform
the ViT training pipeline—a result of years of hyperparameter tuning and transformer improvements.
This paper aims to extend linear RNNs to 2D self-supervised visual representation tasks, thanks to
their ability to model long-range dependencies.

2.2 SELF-SUPERVISED VISUAL REPRESENTATION LEARNING

Self-supervised visual representation learning seeks to develop robust, transferable representations
without labelled data, using methods like contrastive learning Chen et al. (2020c); He et al. (2020);
Chen et al. (2021; 2020b), position prediction Zhai et al. (2022), and masked image modeling He
et al. (2022); Bao et al. (2022); Ren et al. (2023b). This paper focuses on autoregressive pretrain-
ing, a successful NLP technique that has been explored less in computer vision. iGPT Chen et al.
(2020a) first introduced generative pretraining transformers to vision, showcasing the potential of
autoregressive pretraining in self-supervised learning. Enhancements by SAIM Qi et al. (2023) and
RandSAC Hua et al. (2022) used the ViT architecture and random sequence permutation, achieving
results comparable to MAE He et al. (2022). D-iGPT Ren et al. (2023a) adjusted the learning objec-
tive to predict both the next and visible tokens. AIM El-Nouby et al. (2024) demonstrated that ViT
could scale effectively with increased model capacity and data volume. Unlike these studies focused
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Figure 2: Pretrain and fine-tuning.

on transformers, our work is the first to explore autoregressive visual pretraining with the xLSTM
architecture.

3 METHODS

We introduce the MAL framework, which enhances autoregressive visual representation learning
by leveraging xLSTM with a cluster-masked scanning strategy and an encoder-decoder pretraining
approach. The framework transitions from pixel-based to patch-based prediction units and explores
different cluster prediction orders.

3.1 VISION LSTM ENCODER

As depicted in Figure 1, the MAL encoder is built with alternating mLSTM blocks that are fully
parallelizable, featuring a matrix memory with a covariance update rule. Each mLSTM block incor-
porates an input gate, a forget gate, and multi-head layer normalization, all parameterized with linear
layers. This design enables the Vision LSTM Encoder to effectively capture dependencies across
the image, enhancing its ability to model complex visual patterns. Notably, the mLSTM serves as
a component of the xLSTM Beck et al. (2024) framework introduced in this work. With further
xLSTM details provided in the appendix Section xLSTM Block.

3.2 AUTOREGRESSIVE PRETRAINING

First, we briefly revisit autoregressive pretraining in NLP. Then, we focus on autoregressive pre-
training with xLSTM in vision, including the prediction unit and prediction order design.

3.2.1 EVOLUTION OF PREDICTION UNITS

Pixel-based Prediction Unit. Transitioning from 1D sentences to 2D images requires defining an
appropriate autoregressive prediction unit. Initially, as in iGPT Chen et al. (2020a), each pixel serves
as the prediction unit (see Fig. 3(b)). For an image X = {p1, ..., pn}, our objective is to minimize
the loss function:

L =

n−1∑
i=1

l(f([p1, . . . , pi]), pi+1), l(ŷ, y) = |ŷ − y|2. (1)

Here f(·) denotes the xLSTM model, and pi represents the image’s ith pixel.

Patch-based Prediction Unit. We can use a patch-based method to address the computational
challenges of pixel-based approaches in high-resolution images, as highlighted in the iGPT pa-

3
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Figure 4: Different cluster prediction orderings
of a visual sentence.

per Chen et al. (2020a). We effectively reduce the sequence length by dividing images into non-
overlapping patches, similar to the method in Dosovitskiy et al. (2020). For instance, an image of
size 224×224 can be transformed from a sequence of 50,176 pixels (as in iGPT) to just 196 patches
using a 16 × 16 patch size, where Pi ∈ R16×16 is the ith patch. This shift from predicting pixels
Chen et al. (2020a) to predicting patches Dosovitskiy et al. (2020); Zhu et al. (2024); El-Nouby et al.
(2024), as illustrated in Figure 3(d), reformulates the autoregressive input to X = {P1, ..., Pn}:

L =

n−1∑
i=1

l(f([P1, . . . , Pi]), Pi+1), l(ŷ, y) = |ŷ − y|2. (2)

3.2.2 CLUSTER-MASKED ENHANCED VISION PRETRAINING

Cluster-based Prediction Unit. We propose a novel approach by grouping spatially adjacent
patches into larger clusters to serve as the prediction units (see Figure 3(e)). Furthermore, our
method introduces an innovative cluster-masked strategy (see Figure 3(f)), which significantly en-
hances the model’s capability to capture local features effectively.

Cluster Formation: See Fig 3(e); in forming clusters, we consider each patch in the image as
a basic unit and group them based on their spatial proximity to ensure continuity and coherence
within clusters. The size of the clusters can be adjusted according to the requirements of specific
tasks or datasets, thereby reducing sequence length and computational costs. For example, in a
224x224 pixel image, using a patch size of 16x16 converts it into 196 patches; these patches can
then be further combined into fewer larger clusters. This mechanism not only enhances the model’s
effectiveness in learning local structures but also optimizes image scanning efficiency. The clustered
input X = {c1, ..., cn} aims to be optimized by:

LMAL =

n−1∑
i=1

l(f([c1, . . . , ci]), ci+1), l(ŷ, y) = |ŷ − y|2. (3)

Here, ci represents a cluster unit formed by combining multiple adjacent image patches. For ex-
ample, if the image is 12×12 patches and each cluster consists of 4×4 patches, this will generate 9
clusters. Our ablation studies (Table 6) show that using clusters as prediction targets significantly en-
hances performance compared to using individual pixels or patches. Next, we explore the strategies
for sequencing these clusters into a coherent visual sentence.

Cluster-Masked Generation After serializing images into clusters, we employ a cluster-masked
masking strategy (see Fig.3(f)). This approach leverages the clustered image sequences, enabling
the mask to adaptively focus on both preceding and succeeding clusters. By doing so, each cluster
can attend to its relevant contextual clusters. This strategy enhances the model’s ability to learn from
rich contextual information provided by the clustered representations.
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3.2.3 CLUSTER-BASED FLOW SCANNING

This section introduces a novel Cluster-Based Flow Scanning algorithm that systematically defines
the sequence order for autoregressive modeling in 2D images, ensuring optimal processing of clus-
tered representations. This algorithm enhances the efficiency of the scanning process while preserv-
ing the spatial relationships within the visual data.

Unlike the clear sequence order for autoregressive modeling in 1D sentences in NLP, 2D images
require defining the sequence order when converting them into 1D visual sentences. As shown
in Figure 4, we explore four primary prediction orders for arranging clusters into a sequence: 1)
Cluster-row and Horizontal Forward (see Figure 4(a)): Process clusters by row, from the first cluster
to the last cluster in each row, and scan within each cluster in a row-wise manner. 2) Cluster-column
and Horizontal Forward Scanning (see Figure 4(b)): Scan within each cluster in a column-wise
manner while processing clusters by row, from the first cluster to the last cluster in each row. 3)
Cluster-row and Horizontal Backward Scanning (see Figure 4(c)): Similarly process clusters by
row, but scan within each cluster in reverse row order, starting from the last cluster in each row. 4)
Cluster-column and Horizontal Backward Scanning (see Figure 4(d)): Scan within each cluster in
reverse column order, while processing clusters by row, starting from the last cluster in each row.
Additionally, a Random permutation of cluster order (Figure 4(e)) was tested to avoid predefined
sequential biases.

3.3 PARALLEL ENCODER AND DECODER ARCHITECTURE

We design a parallel encoder-decoder architecture where the encoder and decoder do not share
weights(see Fig. 1). During pretraining, the encoder learns contextual information from visible
positions using a Cluster-Masked approach, while the decoder reconstructs the image from the latent
representation with position embeddings.

3.3.1 IMAGE SERIALIZATION WITH CLUSTERS

Following the ViT approach ViT Dosovitskiy et al. (2021), we first split the 2D image x ∈ D
into patches, and the image patches are flattened into vectors {xi}Ni=1, where N is the number of
patches. Then, the vectors are linearly projected to obtain patch embeddings Wxi ∈ RD, where
W is a learnable weight matrix and D is the embedding dimension. Finally, we add learnable
positional embeddings Epos = [e1, e2, · · · , eN ] to patch embeddings, where Epos ∈ RN×D. These
positional embeddings are learned during the training process and provide information about the
position of each patch within the original image. Thus, we obtain the initialized sequence s =
[s1, s2, · · · , sN ] = [Wx1,Wx2, · · · ,WxN ] + Epos, which serves as the input to the subsequent
layers of the model.

We enhance the traditional image serialization process by implementing a clustering mechanism,
which significantly improves the model’s ability to capture local features and computational effi-
ciency.

3.3.2 ENCODER

As illustrated in Figure 1, the encoder of our model employs an xLSTM architecture comprising
M layers. Each layer performs a traversal of the input sequence using a cluster-based flow scan-
ning mechanism. This scanning mechanism enhances the model’s capacity to capture dependencies
across various segments of the input. Computationally, we define h

(m)
i as the output of the m-th

encoder layer, where i is the token index. The initialized sequence s is used as the input of the first
encoder layer, i.e., h(0)

i = si. The forward process of the encoder can be described as follows:

h(m)
zt = xLSTM(h(m−1)

zt ; θ(m)
e );where 1 ≤ m ≤ M (4)

Where θ
(m)
e represents the parameters of the m-th encoder layer.

3.3.3 DECODER

We adopt a lightweight decoder composed of standard attention blocks, a design choice inspired by
the effectiveness of asymmetric encoder-decoder architectures in masked image modeling He et al.
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(2022). The rationale is twofold: 1) The reconstruction task is simpler than the representation learn-
ing of the encoder, so a less complex architecture is sufficient and more computationally efficient.
2) This asymmetry forces the encoder to learn a more robust latent representation, as it cannot rely
on shared architectural biases. As depicted in Figure 1, our decoder consists of N layers of attention
blocks followed by an MLP layer to project the reconstructed signal back to its original dimension.

During the decoding process, a lower triangular matrix is used to maintain the autoregressive nature
of the model. For a sequence of length N , we generate a lower triangular matrix M of size (N, N),
where each element Mij is defined as follows:

content maskij =

{
0 if i < j,

−∞ if i ≥ j.
(5)

Here, content maskij = 0 allows the i-th token to attend to the j-th token, while content maskij =
−∞ prevents it. This ensures each token attends only to itself and preceding tokens, preserving the
model’s autoregressive properties.

We define g(n)i as the output of the n-th decoder layer. The position embeddings Epos and the output
of the last encoder layer h(M)

zt are used as the input to the first decoder layer, i.e., g(0)i = ei + h
(M)
zt .

The forward process of the decoder can be described as follows:

g(n)zt =

{
Attention(QKV = g

(n−1)
zt ; mask = content mask; θ

(n)
d ), if 1 ≤ n < N

MLP(g
(n−1)
zt ; θ

(n)
d ), if n = N

(6)

Here, θ(n)d are the parameters of the n-th decoder layer, which are distinct from the encoder parame-
ters θ(m)

e . The number of decoder layers, N , determines the depth of the decoder. The output of the
last decoder layer, g(N)

zt , is used to compute the loss.

3.4 PRETRAIN AND FINE-TUNING

Figure 2(a): Perform autoregressive pre-training on MAL using the ImageNet-1K dataset. The
input image serialization uses the Cluster-Masked strategy, corresponding to Figure 3(f). The MAL
consists of xLSTM encoders and decoders, followed by MLP layers that project the reconstructed
signal back to its original dimension.

Figure 2(b) shows the fine-tuning stage, Cls represents classification. Where the MAL model was
fine-tuned for classification tasks using the ImageNet-1K dataset. The input image sequence uses
a cluster-based strategy, corresponding to Figure 3(e), without using the Masked strategy for the
Cluster. The encoder uses the xLSTM blocks obtained from the pre-training stage, and the first
and last patches outputted by the encoder are input to the linear classification head for classification
tasks.

4 EXPERIMENTS

4.1 IMPLEMENTATION DETAILS

Pretraining. We pretrain MAL using the ImageNet-1K dataset Deng et al. (2009b), which con-
tains 1.3M training images and 50K validation images where each image belongs to one of 1000
classes. Specifically, MAL-Base and MAL-small are pre-trained for 800 epochs, and MAL-Tiny
is pre-trained for 400 epochs using eight NVIDIA A100 80G GPUs. We use a batch size of
2048/1024/512 for MAL-T/S/B, respectively, and a learning rate of lr = 1.5e-4×batchsize

256 .We adopt
the AdamW Loshchilov & Hutter (2019) optimizer with a weight decay of 0.05. We use random
resized cropping and random horizontal flipping. The pretraining input size is set to 192× 192 (see
Fig.2(a)).

Finetuning. Following pretraining, we finetune the MAL models on the ImageNet classification
task (see Fig.2(b)). Specifically, we finetune all models for 200 epochs with a batch size of 1024,
with the input size set at 224 × 224. We use the same data augmentation as MAE He et al. (2022).
We adopt AdamW as the optimizer, using a cosine decay schedule and a warm-up period of 5

6
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Table 1: Performance comparison on ImageNet-
1K (all image sizes are 2242).

Model Token Param. Throughputs Top-1
Mixer (M) (imgs/s) (%)

Tiny-size models
DeiT-T Attention 6 3540 72.2
DeiT-II-T Attention 6 3478 73.5
DeiT-III-T Attention 6 3491 76.2
VRWKV-T Attention 6 3640 75.1
Vim-T Mamba 7 3178 76.1
Mamba®-T Mamba 9 3877 77.4
ViL-T xLSTM 6 3953 78.3
MAL-T xLSTM 6 4108 78.8
Small-size models
DeiT-S Attention 22 2253 79.8
DeiT-II-S Attention 22 2134 80.7
DeiT-III-S Attention 22 2175 81.4
VRWKV-S Attention 24 2316 80.1
Vim-S Mamba 26 2057 80.5
Mamba®-S Mamba 28 2467 81.1
ViL-S xLSTM 23 2515 81.5
MAL-S xLSTM 23 2614 82.5
Base-size models
DeiT-B Attention 86 1073 81.8
DeiT-II-B Attention 86 1024 82.7
DeiT-III-B Attention 86 1057 83.7
ConvNeXt-B Conv 87 1054 82.0
VRWKV-B Attention 94 1103 82.0
ARM-B Mamba 85 1159 83.2
Vim-B Mamba 98 890 81.9
VMamba-B Mamba 89 315 83.9
Mamba®-B Mamba 99 1175 82.9
ViL-B xLSTM 89 1198 82.4
MAL-B xLSTM 89 1245 84.3

Table 2: Robustness and generalization evalua-
tion on out-of-domain datasets.

Method IN-1K ↑ IN-Real ↑ IN-Adv.↑ IN-Ren.↑ IN-Ske.↑
Vim-T 76.1 85.4 9.6 38.8 26.9
Vim-S 80.5 86.0 19.7 45.8 32.5
Vim-B 81.9 86.2 27.5 46.0 33.9
ViL-T 78.3 85.8 15.2 42.2 30.0
ViL-S 81.5 86.5 23.8 47.6 35.2
ViL-B 82.4 87.1 30.9 48.2 39.0
MAL-T 78.8 86.4 16.1 43.4 31.2
MAL-S 82.5 87.6 25.3 48.3 36.3
MAL-B 84.3 88.4 32.2 49.2 40.3

Table 3: Results of detection and instance seg-
mentation.

Method FLOPs #Param. APb APm

DeiT-T 93.5G 8M 41.4 37.9
VRWKV-T 67.5G 8M 41.7 38.0
Vim-T 64.4G 9M 42.7 38.7
ViL-T 63.2G 8M 42.8 39.0
MAL-T 60.2G 8M 43.5 39.7
DeiT-S 198.4G 27M 44.2 39.6
VRWKV-S 187.6G 29M 44.8 40.2
ViM-S 172.1G 31M 44.7 40.4
ViL-S 166.5G 28M 44.9 40.7
MAL-S 162.3G 28M 46.0 41.5

epochs. Additionally, we employ the exponential moving average (EMA) Izmailov et al. (2018)
for stronger performance. More details on experiments can be found in the appendix Section
Implementation Details.

4.2 MAIN RESULTS

In Table 1, we compare our MAL with Attention-based DeiT, various Mamba architectures, and
xLSTM-based Vision-LSTM. Our base-size MAL model achieves an accuracy of 84.3%, the highest
among all models. Additionally, MAL surpasses Vim-B by 2.4% and ViL-B by 1.9%.

The table presented in the text compares different image classification models on the ImageNet-1K
dataset, focusing on their performance in terms of parameter count, throughput, and top-1 accuracy
across various model sizes: tiny, small, and base. The models utilize different token mixers, in-
cluding attention-based architectures (like DeiT-III Touvron et al. (2022) and VRWKV Duan et al.
(2024b)), Mamba architectures (such as Vim and Mamba®), and xLSTM-based architectures (like
ViL).

In the tiny-size category, MAL-T, an xLSTM-based model, achieves the highest top-1 accuracy of
78.8%, outperforming other models like Vim-T Wang et al. (2024) and Mamba®-T Wang et al.
(2024), both of which are based on Mamba architecture. Notably, MAL-T also maintains a high
throughput of 4108 images per second, demonstrating its efficiency. In the small-size category,
MAL-S continues to lead with an accuracy of 82.5%, surpassing attention-based models such as
DeiT-III-S and VRWKV-S. Despite having a similar parameter count to its counterparts, MAL-S
offers better performance and efficiency. MAL-B achieves a top-1 accuracy of 84.3% for base-size
models, a significant improvement over other models like ViL-B Alkin et al. (2024b) and VRWKV-
B. Additionally, MAL-B offers higher throughput, with a processing rate of 1245 images per second.

Overall, the table highlights the competitive performance of xLSTM-based models, particularly
the MAL variants, across different model sizes. These models achieve high accuracy and maintain
efficient throughput, making them a strong choice for image classification tasks on the ImageNet-1K
dataset.
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Table 4: Top-1 Accuracy Comparison of ViT,
Vim, and ViL with Cluster-Masked Strategy and
MAE Pretraining

Method Accuracy(Base) +(Cluster-Masked) +(MAE)
ViT-B 77.9 80.6 (+2.7) 79.1
Vim-B 81.9 83.5 (+1.6) 82.7
ViL-B 82.4 84.3 (+1.9) 83.1

Table 5: Pretraining Accuracy Comparison
Across Masking Strategies and Masking Ratios

Masking Strategy Masking Ratio
1% 10% 20% 30% 50%

Pixel-Masked 81.2 81.2 81.7 81.5 81.1
Patch-Masked 81.8 82.3 82.6 82.5 82.1

Cluster-Masked 82.6 83.3 84.3 83.7 83.0

4.3 ROBUSTNESS AND GENERALIZATION

Further, we evaluate model robustness on various out-of-domain ImageNet variants (see in Table
2). Including natural adversarial examples (ImageNet-A Hendrycks et al. (2021b)), ImageNet-
Ren Hendrycks et al. (2021a), image sketches (ImageNet-S Wang et al. (2019)), and ImageNet-
Real Beyer et al. (2020).

In our analysis of model robustness on out-of-domain ImageNet variants, the xLSTM architectures
exhibited significant performance enhancements. The MAL models, in particular, consistently out-
performed their supervised counterparts, ViL, across various benchmarks such as ImageNet-Real,
ImageNet-A, ImageNet-R, and ImageNet-S. For example, MAL-T surpassed ViL-T with improve-
ments between 0.5% and 1.2% on these datasets. Additionally, MAL-S demonstrated even larger
gains, with performance increases ranging from 0.7% to 1.5% compared to ViL-S. Our largest
model, MAL-B, maintained this upward trend by achieving an average performance advantage of
2.33% over ViL-B, highlighting the robustness benefits of scaling up model size. These findings are
comprehensively presented in Table 2, which compares different models’ robustness and general-
ization abilities on out-of-domain datasets.

4.4 DETECTION AND INSTANCE SEGMENTATION

We utilize a Masked R-CNN backbone from the MMDetection Chen et al. (2019) and MMSegme-
nation Contributors (2020) libraries to conduct additional experiments for detection and instance
segmentation. As shown in Tab. 3. AP b and APm denote box AP and mask AP. FLOPs are calcu-
lated with an input size of 1280 × 800. MAL demonstrates superior performance in both box and
mask precision (APb and APm) across different training schedules. MAL-T/S achieves object de-
tection AP b of 43.5% / 46.0%, outperforming ViL-T/S by 0.7% / 1.1% AP b and Vim-T/S by 0.8%
/ 1.3% AP b, respectively. MAL-T/S achieves instance segmentation APm that exceed ViL-T/S by
0.7% / 0.8% APm and Vim-T/S by 1.0% / 1.1% APm, respectively. MAL achieves state-of-the-art
performance in both object detection AP b and instance segmentation APm, with its Tiny and Small
models significantly outperforming counterparts like ViL-T/S and Vim-T/S while maintaining lower
computational costs (FLOPs).

4.5 CLUSTER-MASKED STRATEGY ON TRANSFORMER AND MAMBA
In Table 4. To validate that our proposed cluster-masked strategy enhances not only xLSTM-based
models but also other visual models, we conducted experiments on two classic architectures: Vi-
sion Transformer (ViT) and Vision Mamba (Vim). All models were pretrained on the ImageNet-1K
dataset and evaluated on the same validation set. We selected ViT-B and Vim-B as baseline models
and implemented the cluster-masked strategy, which included image serialization into patches, clus-
ter creation, and the application of masking methods. All models used the AdamW optimizer with a
learning rate adjusted for batch size, and the input size was set to 192×192 pixels. After pretraining,
the models were fine-tuned and tested on the ImageNet validation set using standard data augmen-
tation and a cosine annealing learning rate schedule. Our results show that: In the ViT-B model,
the cluster-masked strategy improved top-1 accuracy from 77.9% to 80.6%, indicating significant
performance enhancement. The Vim-B model also benefited, with top-1 accuracy increasing from
81.9% to 83.5%, surpassing its previous best. In summary, this experiment confirms the effective-
ness of the cluster-masked strategy across different visual model architectures.

Extended Evaluations. Comprehensive evaluations on semantic segmentation, High-Resolution
images, and comparative studies with MAE are detailed in Appendix Section Additional Experi-
ments, further validating MAL’s generalizability across domains.
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Table 6: Ablation on the number of prediction
units.

Num of Prediction unit Cluster size Top-1 (%)
0 (Supervised) N/A 81.7

144 1×1 82.7
4 6×6 83.4
9 4×4 84.3

16 3×3 83.5
36 2×2 83.2

Table 7: Impact of prediction and scanning or-
ders on model performance.

Scanning Direction Accuracy (%)
Random 81.4

Cluster-row and Horizontal Forward 83.6
Cluster-row and Horizontal Backward 83.4

Cluster-column and Horizontal Forward 83.6
Cluster-column and Horizontal Backward 83.5

Alternating & All Directions 84.3

4.6 ABLATION STUDY

This section provides different ablations on MAL. Unless otherwise specified, all ablation studies
are performed on MAL-B under 800 epochs pretraining.

Number of Prediction Units. Table 6 presents an ablation study on the number of prediction
units used in our model. We begin with a cluster size equivalent to the patch size, resulting in
a total of 144 prediction units. The results indicate that autoregressive pretraining successfully
enhances the performance of the xLSTM model from 81.7% (achieved through supervised training)
to 82.7%. As we progressively group multiple patches into a single cluster, thereby reducing the total
number of prediction units, we observe an initial increase in performance followed by a decline. The
optimal performance is achieved when the number of prediction units is set to 9, corresponding to a
cluster size of 4×4. Specifically, this configuration yields a 2.6% improvement over the supervised
counterpart and a 1.6% enhancement compared to the autoregressive pretraining with a 1×1 cluster
size (144 prediction units).

Analysis of Cluster Flow Scanning Orders. Table 7 details the impact of different scanning or-
ders on model performance. Notably, compared to a random scanning order which serves as a
baseline (81.4% accuracy), even a unidirectional Cluster Flow Scan significantly improves accuracy
by over 2 absolute points to 83.6%. Our proposed ”Alternating & All Directions” strategy, which
leverages multiple scanning patterns, further boosts performance to a peak of 84.3%. These re-
sults strongly demonstrate that the proposed Cluster Flow Scanning Orders methodology effectively
enhances model performance.

Comparison of Masking Strategies in Pretraining. We use the Cluster-Masked Strategy and
MAE Strategy on the ViT, Vim, and ViL models respectively to demonstrate the effectiveness of
our Cluster-Masked Strategy. The results in Table 4 demonstrate that the Cluster-Masked Strategy
significantly outperforms the MAE Strategy. We compared three masking strategies: pixel-masked,
patch-based masked, and our proposed cluster-masked method. For each strategy, we experimented
with different masking ratios. The pretraining sequence length was set to 144 tokens, and we masked
1 token (1%), 14 tokens (10%), 28 tokens (20%), 43 tokens (30%), and 72 tokens (50%). We
recorded the results of fine-tuning on the ImageNet-1K classification task to evaluate the effective-
ness of each strategy. Table 5 summarises the results, highlighting the importance of selecting an
appropriate masking ratio and strategy for effective autoregressive pretraining.

5 CONCLUSION

In this paper, we introduced the MAL framework, which enhances xLSTM’s capabilities in visual
representation learning through innovative methodologies. Our key contributions include a novel
cluster-masked masking strategy that optimizes local feature capture and a new cluster-masked scan-
ning method that improves image scanning efficiency. For the first time, we also demonstrated the
application of xLSTM to autoregressive tasks in visual representation learning, showcasing its po-
tential for handling complex visual data. Experimental results show that our methods outperform
traditional supervised models while effectively leveraging the scalability of xLSTM. By address-
ing the limitations of previous approaches and incorporating advanced pretraining strategies, we
establish a new benchmark for visual task performance. Our findings underscore the transformative
potential of combining autoregressive techniques with innovative masking strategy, paving the way
for future research in this area.
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ETHICS STATEMENT

This research aims to advance the field of visual representation learning. We primarily utilize pub-
licly available and widely used academic datasets (ImageNet-1K, ADE20K, Synapse), for which
ethical approvals were obtained by their original creators. We did not collect new data or involve
human subjects. We acknowledge that models trained on large-scale datasets may inherit and po-
tentially amplify societal biases present in the data. While our work does not directly address bias
mitigation, we recognize it as an important direction for future research. Furthermore, like any pow-
erful generative or representation learning model, this technology could be applied to unforeseen
applications; our goal is to provide it to the research community for positive advancements.

REPRODUCIBILITY STATEMENT

To ensure the reproducibility of our results, we provide comprehensive details throughout the paper
and its supplementary materials.

• Hyperparameters: All hyperparameters for pre-training and fine-tuning are detailed in
Section D (Table 11). We also provide an ablation study on the decoder design in Table 12.

• Datasets: We use publicly available datasets: ImageNet-1K Deng et al. (2009b),
ADE20K Zhou et al. (2019), and the Synapse multi-organ segmentation dataset. We follow
standard data processing procedures as described in the respective original works.

• Code: We will release our complete source code, including pre-trained model weights,
upon publication. An anonymized version of the code has been submitted as part of the
supplementary materials to allow for verification during the review process.

• Infrastructure: As detailed in Section D.2, all experiments were conducted on NVIDIA
A100 GPUs.

We believe these resources are sufficient for the research community to reproduce our findings.
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Lucas Beyer, Olivier J Hénaff, Alexander Kolesnikov, Xiaohua Zhai, and Aäron van den Oord. Are
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✔  Constant Error Carousel
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✔  Recurrent Inference
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Matrix Memory
Parallel Training
Covaria Update Rule
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Exponential Gating
New Memory Mixing

xLSTM Layer

xLSTM Blocks

Figure 5: xLSTM architecture.

A XLSTM BLOCK

A.1 SLSTM BLOCK

The sLSTM Block extends the traditional LSTM architecture by introducing exponential gating and
normalization states to enhance the control over information storage and flow (see Fig.5).

Memory Cell and State Update The memory cell is updated as follows:

Ct = ftCt−1 + itzt,

Zt = tanh(Wzxt +Rzht−1)
′,

(7)

where ct is the memory cell at time step t, ft and it are the forget and input gates, respectively, zt is
the candidate memory, controlled by Wz , and Rz . Normalization state update:

nt = ftnt−1 + it, (8)

Where nt is the normalization state that balances the contribution of the forget and input gates. The
hidden state is computed as:

ht =
otct
nt

,

ot = σ(Woxt +Roht−1)
′,

(9)

Where ot is the output gate, controlling the final output ht. Normalizing ct by nt ensures numerical
stability.

Projection and Residual Connection The hidden state is further processed through up projection,
non-linear transformation, and down-projection:
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yleft = Wup−leftht,

yright = Wup−rightht,

ygated = GELU(yright),

yout = Wdown(yleft · ygated),

(10)

The final output includes a residual connection:

F = yout + x, (11)

Where F represents the final output.

A.2 MLSTM BLOCK

The mLSTM Block enhances memory capacity by transforming the memory cell from a scalar to a
matrix, which allows for more intricate storage and representation.

Matrix Memory and Key-Value Storage The memory cell is updated in matrix form:

Ct = ftCt−1 + itvtkt
T ,

kt =
1√
d
Wkxt + bk,

vt = Wvxt + bv,

(12)

where Ct is represents the memory matrix, while vt and kt denote the value and key vectors, respec-
tively. The weights for generating the key and value vectors are represented by Wk and Wv , while
the corresponding biases are denoted as bk and bv .

Memory Retrieval and Normalization To extract information from the memory matrix, the mL-
STM Block utilizes a query vector qt:

ht = ot ⊙
Ctqt

max(|nT
t qt, 1|)

,

qt = Wqxt + bq,

nt = ftnt−1 + itkt,

(13)

where qt is the query vector and nt is the normalization state.
The matrix-based memory update and the retrieval mechanism significantly enhance the model’s
ability to capture complex temporal relationships. By effectively managing and retaining informa-
tion across time steps, it preserves long-term dependencies. This dynamic memory adjustment im-
proves the model’s capacity to model intricate temporal patterns, which is crucial for tasks involving
sequential data, where understanding complex dependencies is essential for accurate modeling.

B IMPORTANCE OF CLUSTER-MASKED MASKING FOR LOCAL FEATURE
CAPTURE

The importance of cluster-masked masking lies in its facilitation of information exchange within
local regions, enabling the model to better understand the relationships and boundaries within ob-
jects. Compared to traditional fully connected masking or random masking, cluster-masked masking
allows the model to focus more on local details, which is particularly crucial for visual tasks that
require precise boundaries, such as semantic segmentation. Moreover, since clusters contain multi-
ple adjacent patches, this design helps smooth out noise and enhances robustness, especially when
dealing with complex backgrounds or low-resolution images.
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C ADDITIONAL EXPERIMENTS

C.1 SEMANTIC SEGMENTATION

Settings. We conduct experiments for semantic segmentation on the ADE20K Zhou et al. (2019)
and use UperNet Xiao et al. (2018) as the segmentation framework.

Results. As shown in Tab. 8, MAL consistently outperforms ViL across different scales: 0.7 mIoU
higher for MAL-T over ViL-T, and 1.2 mIoU higher for MAL-S over ViL-S. Compared to the
ResNet-101 backbone, our MAL-S achieves better segmentation performance with nearly 2× fewer
parameters.

Method Backbone image
size #param. val

mIoU
UperNet ResNet-101 5122 86M 44.9
UperNet DeiT-Ti 5122 11M 39.2
UperNet DeiT-S 5122 43M 44.0
UperNet Vim-Ti 5122 13M 41.0
UperNet Vim-S 5122 46M 44.9
UperNet ViL-T 5122 11M 41.2
UperNet ViL-S 5122 42M 46.3
UperNet MAL-T 5122 11M 41.9
UperNet MAL-S 5122 42M 47.5

Table 8: Results of semantic segmentation on the ADE20K val set.

C.2 COMPARISON WITH MAE METHOD

Method Model APb APm

MAE VIM-S 43.1 39.2
VIL-S 43.8 39.5

MAL-S 44.5 40.1
Cluster-Masked VIM-S 44.7 (+1.6) 40.4 (+1.2)

VIL-S 44.9 (+1.1) 40.7 (+1.2)
MAL-S 46.0 (+1.5) 41.5 (+1.4)

Table 9: Performance Comparison Between MAE and Cluster-Masked Methods Across Model
Scales

Moreover, we extended our evaluation by applying the MAE method to detection and instance seg-
mentation tasks. According to the table 9, the Cluster-Masked method outperforms MAE across all
models in both object detection APb and instance segmentation APm tasks, achieving performance
improvements of over 1% in every case. This demonstrates that the clustering-based masking strat-
egy can more effectively capture semantic information in images, thereby enhancing generalization
in downstream tasks.

C.3 HIGH-RESOLUTION IMAGE EXPERIMENT

We validated the generalization capability of MAL in the medical imaging domain by conducting
transfer learning experiments on the Synapse multi-organ segmentation dataset.

Annotation Targets: 9 abdominal organs.

Data Specifications: Uniform image size of 512×512.

Pretraining: Used MAL-Base weights pre-trained on ImageNet-1K.

Fine-tuning Architecture: Integrated a U-Net style decoder (with skip connections and upsampling
modules) after the MAL encoder.
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Methods DSC(%)↑ HD95 (mm)↓ Aorta Gallbladder Kidney(L) Kidney(R) Liver Pancreas Spleen Stomach
UNet 76.85 39.70 85.66 53.24 81.13 71.60 92.69 56.81 87.46 69.93

Swin-UNet 79.13 21.55 85.47 66.53 83.28 79.61 94.29 56.58 90.66 76.60
VM-UNet 82.38 16.22 87.00 69.37 85.52 82.25 94.10 65.77 91.54 83.51

HC-Mamba 79.58 26.34 89.93 67.65 84.57 78.27 95.38 52.08 89.49 79.84
Swin-UMamba 82.26 19.51 86.32 70.77 83.66 81.60 95.23 69.36 89.95 81.14
RWKV-UNet 84.02 15.70 89.53 68.94 87.63 84.07 95.57 69.38 90.95 86.09
MixFormer 82.64 12.67 87.36 71.53 86.22 83.19 95.23 66.82 89.98 80.77

MAL 84.64 10.37 90.47 74.98 90.57 85.18 95.84 71.75 92.85 86.77

Table 10: MAL Performance on High-Resolution Medical Image Segmentation. Here, Bold Black
Data indicates the Best Result, and Underlined Black Data Denotes the Second-Best Result.

As shown in Tab. 10, experimental results demonstrate that MAL achieved a mean DSC of 84.64%
on Synapse, outperforming models like U-Net Ronneberger et al. (2015), SwinUNet Cao et al.
(2021), Swin-UMamba Liu et al. (2024a) and RWKV-UNet Jiang et al. (2025), highlighting its
potential for medical segmentation tasks.

D IMPLEMENTATION DETAILS

This section provides a comprehensive overview of our experimental setup, including the training
strategy, computational costs, and specific hyperparameters used.

D.1 PRE-TRAINING AND FINE-TUNING STRATEGY

Our methodology is a two-stage process designed to learn robust visual representations and then
adapt them to specific tasks.

Stage 1: Image Autoregression Pre-training In the first stage (see Fig. 2(a)), we pre-train the
MAL framework using an autoregressive objective on the ImageNet-1K dataset Deng et al. (2009a).
By predicting the next image patch in a sequence, the model learns complex visual patterns and
captures intricate spatial relationships.

Stage 2: Fine-Tuning In the fine-tuning stage, the content mask and the decoder are removed.
The pre-trained encoder is then fine-tuned for classification tasks using a linear classification head
attached to the output of the first and last patches (see Fig. 2(b)).

D.2 COMPUTATIONAL COST AND INFRASTRUCTURE

Training Time All experiments were conducted on a server with eight NVIDIA A100 80G GPUs.
For our main model, MAL-Base, the complete autoregressive pre-training phase for 800 epochs took
approximately 56 hours. The subsequent fine-tuning stage for 200 epochs was considerably faster,
finishing in approximately 14 hours.

Memory Usage During the pre-training of MAL-Base with a total batch size of 512 (i.e., 64 per
GPU), the peak GPU memory consumption was measured at approximately 35 GB per GPU. For
inference efficiency, as shown in Table 1, MAL-B maintains a high throughput competitive with
other state-of-the-art models.

D.3 HYPERPARAMETERS AND ABLATION STUDIES

The specific hyperparameters for our training process are outlined in Table 11.

Decoder Design. Our exploration into decoder design is summarized in Table 12. We first focused
on the design of decoder depth, finding that performance saturated at a depth of 8. With an 8-
layer decoder, we then studied the optimal width by comparing three options: 384, 512, 1024. We
empirically observed that a decoder width of 512 yielded the best accuracy.
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Parameter Value
Pretrain Epochs 400 (Tiny), 800 (Small/Base)
Batch size 2048 (Tiny), 1024 (Small)

512 (Base)
Model

Patch size 16x16
Latent dimension 192 (Tiny), 384 (Small)

768 (Base)
Depth 12

Optimizer AdamW
Base Learning rate 5e-4
Weight decay 0.05
Momentum β1 = 0.9, β2 = 0.999

Precision bfloat16
Learning rate schedule cosine decay

Warmup epochs 5
Train Data Augmentation

RandomResizedCrop 192
RandomHorizontalFlip p = 0.5
Normalize ImageNet-1K statistics

Table 11: Hyperparameters for training MAL on ImageNet-1K. The pretraining is conducted at a
resolution of 192, followed by fine-tuning at 224 resolution.

Dec. Depth Dec. Width Top-1 (%)
4 512 82.9
6 512 83.5
8 512 84.3

10 512 84.3
8 384 83.6
8 512 84.3
8 1024 84.0

Table 12: Ablation on decoder designs.
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E LIMITATIONS

One limitation of this work is the computational resource constraints, which prevented us from
pretraining larger-scale xLSTM models (e.g., MAL-Huge). While our results show a consistent and
positive scaling trend from the Tiny to the Base model, further research is required to fully validate
the scaling properties of our approach on even larger models. We believe this is a promising direction
for future exploration.

F LLM USAGE STATEMENT

During the preparation of this work, the authors used a large language model (LLM) solely for the
purpose of grammar checking and improving the readability of the text. The LLM was not used for
generating core ideas, experimental results, or conclusions.
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