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Abstract

Knowledge bases (KBs) are often incomplete001
and constantly changing in practice. Yet, in002
many question answering applications coupled003
with knowledge bases, the sparse nature of KBs004
is often overlooked. To this end, we propose a005
case-based reasoning approach, CBR-iKB, for006
knowledge base question answering (KBQA)007
with incomplete-KB as our main focus. Our008
method ensembles decisions from multiple rea-009
soning chains with a novel nonparametric rea-010
soning algorithm. By design, CBR-iKB can011
seamlessly adapt to changes in KBs without012
any task-specific training or fine-tuning. Our013
method achieves 100% accuracy on MetaQA014
and establishes new state-of-the-art on multiple015
benchmarks. For instance, CBR-iKB achieves016
an accuracy of 70% on WebQSP under the017
incomplete-KB setting, outperforming the ex-018
isting state-of-the-art method by 22.3%.019

1 Introduction020

Knowledge base question answering (KBQA) aims021

to answer natural language queries using the in-022

formation in Knowledge Bases (KBs). Over the023

years, KBQA has attracted significant research at-024

tention (Lan et al., 2021), with various approaches025

ranging from rule-based systems (Hu et al., 2021),026

reinforcement learning (Das et al., 2018), graph027

query generation (Shi et al., 2021) to neural seman-028

tic parsing (Chen et al., 2021).029

Notably, most high-performance KBQA sys-030

tems (Das et al., 2021; Ye et al., 2021) are tied with031

supervised learning, and all supporting evidence be-032

ing provided in KBs. In practice, the annotation for033

supervised KBQA is costly, and knowledge bases034

are often incomplete (Min et al., 2013). Recent035

works (Sun et al., 2018a, 2019; Saxena et al., 2020;036

Sun et al., 2020; Ren et al., 2021; Shi et al., 2021)037

are designed to work on incomplete KBs, with038

only question-answer pairs available at training039

time (weakly-supervised). While these works show040

Figure 1: An example of QA over incomplete KBs.
The question "who is the head coach of tennessee ti-
tans?" can be answered with several reasoning chains.
Similar chains are available at training, but they con-
tribute differently to models’ decisions at test time.
Holistic consideration of all correct reasoning chains is
desirable for QA over incomplete KBs.

promising performance gains, the performance gap 041

caused by incomplete-KBs still remains. 042

We observe that most existing KBQA systems 043

learn to predict the most probable reasoning chain 044

that connects query entities and answers, which 045

becomes problematic when KBs are incomplete. 046

To see why, consider the question "Who is the head 047

coach of tennessee titans?" and its possible reason- 048

ing chains, shown in Figure 1. Models trained on 049

questions in our toy example favor the reasoning 050

chain via relation head_coach. However, given 051

an incomplete knowledge base, the triplet with 052

this relation head_coach can be missing for "Ken 053

Whisenhunt", causing false-positive predictions. 054

Inspired by the observation, we propose a novel 055

weakly-supervised KBQA system, CBR-iKB, that 056

can predict answers consistent with all possibly 057

correct reasoning chains. First, CBR-iKB gener- 058
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ates multiple reasoning chains that potentially yield059

answers for a newly arrived question. Next, our060

method employs a majority voting scheme where061

each inferential chain produces voting scores for062

its answers. When KB is incomplete, our method063

can utilize alternative reasoning chains even when064

(part of) some correct chains are missing.065

A key design of CBR-iKB is the integration of066

the case-based reasoning (CBR) paradigm with our067

novel nonparametric reasoning algorithm for effi-068

ciently generating reasoning chains. CBR (Kolod-069

ner, 1993; Aamodt and Plaza, 1994) is an instance-070

based learning paradigm in which new problems071

are derived from known solutions to similar prob-072

lems. CBR-based methods are helpful for KBQA073

since (1) in many KBQA applications, similar ques-074

tions about different entities are frequently asked,075

and (2) the same reasoning steps (or inferential076

chain) of a question can also yield correct answers077

to similar questions (Figure 1). In CBR-iKB, we078

maintain a case base of questions and their inferen-079

tial chains. Given a query, CBR-iKB uses a dense-080

retriever over questions’ embeddings in the case081

base to acquire k-nearest neighbor sets of inferen-082

tial chains (k-NN chains). Due to missing triplets083

in the KB, some k-NN chains might be inappli-084

cable to a new question. Therefore, we propose085

a nonparametric reasoning algorithm for deriving086

plausible inferential chains from k-NN chains. Our087

algorithm can seamlessly adapt to changes in the088

KB without task-specific fine-tuning. A triplet will089

be automatically used in inferential chains of rele-090

vant questions whenever it is added. This property091

of CBR-iKB is desirable for applications where the092

KB needs to be continuously updated.093

Our empirical evaluation shows that CBR-iKB094

performs well on two popular KBQA benchmarks,095

MetaQA (Zhang et al., 2018) and WebQSP (Yih096

et al., 2016). CBR-iKB achieves 100% accuracy097

for MetaQA questions. On WebQSP, as only a098

small fraction of questions (15%) in the bench-099

mark (Saxena et al., 2020; Shi et al., 2021) are not100

answerable with their down-sampled KB, we pro-101

pose a more rigorous benchmark for evaluation. In102

particular, we implement a triplet dropping scheme103

over the KB that affects half of the questions and104

run all methods with the new KB. Our method sig-105

nificantly outperforms state-of-the-art models with106

incomplete-KB on this benchmark and achieves107

competitive performances given full-KB.108

2 Task Description 109

We consider the question-answering task where 110

partial background knowledge is stored in a knowl- 111

edge base. A knowledge base K consists of a set 112

of entities E, relations R, and a set of fact triplets. 113

Each fact triplet is of the form (es, r, eo), indicating 114

that the relation r ∈ R exists between the subject 115

entity es ∈ E and the object entity eo ∈ E. While 116

K may not cover all existing relationships between 117

a pair of entities (es, eo), it is possible to infer miss- 118

ing relationships using a text corpus D. In this 119

work, we extend the knowledge base K by adding 120

sets of triplets of the form (es, rd, eo), where rd is 121

the relationship described in a document d ∈ D. 122

Now, we define relevant terminologies. We can 123

view the knowledge base K as a graph whose nodes 124

and edges are entities and relations, respectively. 125

Consider a natural language question q, with a 126

linked entity eq, and the target answer node ea 127

that the KBQA system is required to find. Let a 128

path p from eq to ea be represented as: 129

p : eq
ri−→ ei

rj−→ ...
rn−→ ea. 130

Definition 2.1 (Reasoning Chain). The ordered 131

list of entities [eq, ..., ea] and relations [ri, ..., rn] 132

corresponding to a path p is a reasoning chain. 133

Definition 2.2 (Inferential Chain). The ordered list 134

of relations [ri, ..., rn] from a reasoning chain is an 135

inferential chain. 136

Definition 2.3 (Question Similarity). Questions q1 137

and q2 are similar if they represent similar infer- 138

ential chains but not necessarily similar reasoning 139

chains, e.g., "Who is the head coach of Tennessee 140

Titans?" and "Who is the head coach of the Chicago 141

Blackhawks?". 142

We consider the weakly-supervised setting, in 143

which a dataset of questions q and their answer sets 144

{ea} is provided, but the inferential chains are not. 145

We limit our setting to questions with reasoning 146

patterns seen at training time and leave questions 147

with novel reasoning patterns at test time for future 148

work. Our task is to estimate semantically correct 149

reasoning chains and predict the inferential chain 150

applied to similar questions at test time. 151

Inferential Chain Prediction Given a question 152

q and its answer set {ea}, it is straightforward to 153

produce a set of paths pi between q and each ea. 154

However, not all paths are correct reasoning chains, 155

i.e., spurious reasoning chains (Figure 3). A rea- 156

soning chain is correct if its semantic behaviors 157
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Figure 2: Illustration of the CBR-iKB approach. The case base (left) keeps all training samples in the form of
their case representations and inferential chains (solutions). Given a question, we first retrieve similar cases from the
case base to infer all inferential chains. CBR-iKB then reuses these chains (via chain matching) to produce possible
answers. These answers are further corrected and refined in the revise and retain steps to output the final solutions.

are consistent with understanding the question’s158

requirements. Putting aside this semantically con-159

sistent property, which is hard to quantify, we ob-160

serve some interesting statistical properties of the161

correct reasoning chains. First, the set of correct162

reasoning chains usually yields the same set of163

inferential chains across different answers ea. Sec-164

ondly, they do not introduce false-positive answers,165

as the spurious reasoning chains might do. Finally,166

the correct reasoning chains of similar questions167

should also resolve to the same set of inferential168

chains. We refer to this final property as the glob-169

ally consistent property of the correct reasoning170

chains. We later show how to utilize these three171

properties to estimate the correct reasoning chains,172

and from there, derive the inferential chain and173

apply them to test questions.174

Figure 3: A question with spurious chains (dotted ar-
rows) and correct reasoning chain (solid arrows).

3 Proposed Method 175

Case-Based Reasoning (CBR) is an instance-based 176

method, introduced in (Schank, 1983) and recently 177

adapted for supervised KBQA in (Das et al., 2021). 178

In a CBR system, training samples (or cases) are 179

kept in a case base. When a new question (or target 180

case) arrives, the CBR system searches the case 181

base for similar questions (the k-nearest neighbor 182

cases) and their inferential chains (or solutions). It 183

then reuses retrieved solutions to predict inferential 184

chains, executes them by traversing the knowledge 185

base, and yields desired answers. However, the 186

retrieved solutions are not guaranteed to be cor- 187

rect and globally consistent. Therefore, the CBR 188

system follows up with a revise step and a retain 189

step that refines solutions in the case base. In our 190

work, the revise step computes a ranking over the 191

solutions. Based on this ranking, our retain step 192

discards solutions and cases that are likely spurious. 193

Shown in Figure 2 is an illustration of CBR-iKB. 194

3.1 The Case Base 195

A CBR system operates on a case base of previ- 196

ously seen samples and their solutions. This section 197

formally defines our case base and describes how 198

we construct it from the training dataset. 199

A case base C is a set of cases, where each case 200

c is a pair of (1) case representation x, and (2) set 201
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of inferential chains P . Given the knowledge base202

K and a pre-trained language model LM, we can203

formally define c as follows,204

c := (x,P) :=
(
LM(q<MASK>), {p | K, Eq, Ea}

)
205

where q,p, Eq, Ea are the question, the correspond-206

ing inferential chain, the answer set, and the set of207

extracted query entities from q. By the similarity208

definition 2.3, the case representation x should be209

agnostic to entities mentioned in q. Therefore, we210

replace all tokens of entity mentions in q with a211

special <MASK> token from the language model.212

Now, we describe how we use each question-213

answer sample (q, Ea) from the training dataset to214

derive a case in the case base. First, we use pre-215

trained language model LM to encode the masked216

question q<MASK> and produce a case representation217

x, similar to (Das et al., 2021). Next, a set of in-218

ferential chains P is derived from the question q219

and the answer set Ea. From the question q, a set220

of query entities Eq is extracted, forming a set of221

source nodes of reasoning chains over the knowl-222

edge base K. In practice, this step is accomplished223

by detecting the entity mentioned in q and perform-224

ing entity linking to the knowledge base K. Since225

our focus is on the reasoning step, we follow the226

same experimental setup as (Saxena et al., 2020;227

Shi et al., 2021) and assume that Eq is given. For228

each pair of query entity eq ∈ Eq and answer entity229

ea ∈ Ea, we find all shortest paths between them in230

K. Then P is the set of all inferential chains, each231

corresponding to one such path.232

3.2 Retrieving Similar Cases233

Given a new target question qtgt, the first step234

of our proposed CBR system is retrieving similar235

cases cknn from the case base C. To do so, we236

employ the dense-retriever FAISS (Johnson et al.,237

2017) and populate its index with vectors of case238

representations in C. We form the query xtgt for239

the dense-retriever by encoding the target question240

using the same procedure and pretrained language241

model as we did for questions in the case base.242

The dense-retriever provides a similarity ranking243

between the target question embedding xtgt and244

all cases in C based on the cosine-similarity of their245

embeddings. We gather the k-nearest neighbors246

(k-NN) from this ranking1, and for each such case247

cknn, we collect its corresponding set of inferential248

1If there are cases with the same score then all of them
will be included.

chains or inferential set P in short. At the end 249

of the CBR retrieve step, we obtain a collection 250

{Pi}ki=1 of the inferential sets of k-NN cases. 251

3.3 Reusing Inferential Chains 252

The CBR hypothesis (Hüllermeier, 2007) states 253

that similar problems should have similar solutions. 254

In our scenario, correct inferential chains of the 255

target question should be similar to retrieved in- 256

ferential chains. If the KB is ideal and complete, 257

traversing the knowledge base using the same steps 258

in retrieved inferential chains would yield desired 259

answers. However, the KB is often sparse in prac- 260

tice, resulting in different inferential chains for the 261

same semantic behavior (see Figure 1). Hence, we 262

propose an algorithm for reusing retrieved inferen- 263

tial chains robust to the sparsity or incompleteness 264

of knowledge bases. 265

We propose a majority voting scheme where 266

each k-NN case casts a voting score for each candi- 267

date answering node, based on its set of inferential 268

chains. Voting scores are aggregated across cases, 269

and candidate nodes with the highest scores are re- 270

turned as predicted answers. Intuitively, CBR-iKB 271

scans all possible k-NN solutions, applies them to 272

solve the target question, and picks answers that 273

have high scores and appear frequently enough (the 274

most reliable answers). 275

Next, we describe how CBR-iKB computes vot- 276

ing scores from its inferential set P . Consider the 277

target question qtgt, we obtain its set of query en- 278

tities E0, and its candidate sub-KB Ktgt similar 279

to (Saxena et al., 2020; Shi et al., 2021). For each 280

inferential chain pknn ∈ P , we propose a beam 281

search procedure that softly-following pknn’s re- 282

lation edges on Ktgt. Specifically, starting from 283

e0 ∈ E0 and r0 ∈ pknn, the beam search step 284

finds a plausible relation edge r̂0 ∈ Ktgt that 285

matches r0 and follows r̂0 to reach some entity 286

nodes e1 ∈ E1. This beam search step is repeated 287

for the rest of relation edge ri ∈ pknn in their cor- 288

responding order. For each beam search step, a 289

score of how likely the plausible relation r̂i holds 290

in Ktgt is also computed. At the end of the beam 291

search procedure, all entities in En are assigned the 292

beam search score as their voted scores. 293

We employ several methods to find the plausible 294

relation r̂i ∈ Ktgt, depends on ri ∈ pknn and the 295

target knowledge graph Ktgt. By our definition 296

of the knowledge base (in Section 2), ri can be a 297

symbolic relation predefined by the KB or a free- 298
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form relation indicated by a short-text document. If299

ri is a symbolic relation, or formally ri ∈ R, then300

CBR-iKB forms a structure query (ei, ri, ?) over301

the full knowledge base K. To execute this query,302

we use both exact matching of ri and a pre-trained303

knowledge base completion model (Trouillon et al.,304

2016), notated KBC. Here we note that this query305

is executed over the full KB instead of the target306

sub-KB Ktgt, allowing CBR-iKB to consider all307

possible entities in the KB.308

In addition, we utilize the set of free-form rela-309

tions d ∈ D that stem from ei, checking whether310

they serve as evidence for how likely ri holds be-311

tween ei and other entities mentioned in d. For312

this purpose, we employ an off-the-shelve relation313

extraction model RE (Han et al., 2019) specifically314

chosen for each benchmark (see details in Sec-315

tion 4.4). Typically, a relation extraction model316

predicts a relation label for an entity pair men-317

tioned in the given text, and the set of relation318

labels might not be aligned with R. To avoid this319

relation set mismatch, we suggest using a fixed320

proxy-text dri for all relation ri ∈ R. A symbolic321

relation ri ∈ R is said to be supported by the doc-322

ument d ∈ D if the relation extraction model RE323

predicts to the same relation given driand given d.324

In summary, for a symbolic relation ri ∈ pknn and325

ri ∈ R, ri plausibly holds for ei and some entities326

ei+1 ∈ Ei+1with some score si defined as follows,327

si :=


1.0 if (ei, ri, ei+1) ∈ K

KBC(ei, ri, ei+1)

Pr
(
RE(dri) = RE(d)) if (ei, d, ei+1) ∈ K

(1)328

When ri a free-form relation indicated by the docu-329

ment d ∈ D, we align it to a relation rj ∈ R using330

the relation extraction model. More specifically,331

rj := argmax
rk∈R

Pr(RE(d) = RE(drk))332

We next use rj as the plausible relation to follow333

from ei, similar as previously described. The scores334

for all entities ei+1 resulting from following rj335

from ei now become,336

si := Pr(RE(d) = RE(drj )) · sj337

where sj is computed for rj with equation (1).338

3.4 Revising and Retaining Solutions339

So far, we assume that inferential chains obtained340

from k-nearest neighbor cases are equally cor-341

rect. However, inferential chains are inferred from342

question-answers pairs and are sometimes spuri- 343

ous, as discussed in Section 2. To alleviate the 344

effect of spurious chains, we introduce a CBR re- 345

vise step that utilizes a cross-validation set to pro- 346

vide a ranking over inferential chains. Inferential 347

chains with higher ranks are retained in the case 348

base. Meanwhile, low-ranked chains with scores 349

below a thresh-hold are considered spurious and 350

are discarded from the case base. 351

Our revise step is based on three main obser- 352

vations. First, if a question has multiple answers, 353

inferential chains should be consistent across all 354

answers. Here, one can see that spurious inferential 355

chains might result in false negatives. On the other 356

hand, a correct inferential chain might as well in- 357

troduce false negatives due to missing KB relations. 358

Therefore, we cannot immediately discard inferen- 359

tial chains with false negatives. Still, we can claim 360

that the fewer false negatives are, the more reliable 361

inferential chains are. 362

After extracting inferential chains from reason- 363

ing chains, we can execute inferential chains in the 364

knowledge base. If inferential chains are spurious, 365

they sometimes introduce additional answers. Ide- 366

ally, this property is unique to spurious chains as 367

correct inferential chains are bound to only correct 368

answers. However, some correct answers might be 369

missing from the gold answer set due to annotation 370

errors in practice. These missing answers might 371

become false positives, even for correct inferential 372

chains. Though false positives are not explicit indi- 373

cators of spurious inferential chains, they indicate 374

how precise inferential chains are. 375

Recall the CBR hypothesis that similar problems 376

should have similar solutions. The two mentioned 377

properties should hold not only for the question 378

from which inferential chains are derived but also 379

for similar questions. Combining the three observa- 380

tions, we suggest that the F1 scores are computed 381

for inferential chains in the case base over (1) cor- 382

responding questions derived from and (2) similar 383

questions from a cross-validation set. While the 384

first set of F1 scores tells us how locally consistent 385

inferential chains are, the second set of F1 scores 386

lets us know how they are globally consistent with 387

similar examples. We rank inferential chains based 388

on the first then the second F1 scores and retain 389

only top inferential chains. 390
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Dataset Train Dev Test
MetaQA 1-hop 96,106 9,992 9,947
MetaQA 2-hop 118,980 14,872 14,872
MetaQA 3-hop 114,196 14,274 14,274

WebQSP 2,848 250 1,639

Table 1: Dataset statistics. We summarize the number
of questions in the train, development, and test sets of
MetaQA and WebQSP datasets.

4 Experiments391

In this section, we compare CBR-iKB with four392

other baselines on two datasets across complete393

and incomplete KB settings.394

4.1 Datasets395

MetaQA (Zhang et al., 2018) is a multi-hop QA396

dataset with approximately 400K questions gen-397

erated from 12 templates. The KB contains 43K398

entities and 8 relations from the movie domain,399

with 135K triplets in total. Questions in MetaQA400

are answerable using the corpus (18K passages)401

provided in the original WikiMovies dataset.402

WebQuestionsSP (Yih et al., 2016) is a multi-hop403

QA dataset with Freebase being its underlying KB.404

It is a subset of the WebQuestions dataset (Berant405

et al., 2013) with questions crawled from Google406

Suggest API. The dataset has 4887 questions in407

total; each question is coupled with a topic entity,408

a gold inferential chain, and a set of additional con-409

straints. Following (Saxena et al., 2020; Shi et al.,410

2021), we consider all entities within 2 hops of411

the entities mentioned in the question as candidate412

answers. For the text corpus, we use the Wikipedia413

documents set provided by GRAFT-Net (Sun et al.,414

2018a). GRAFT-Net retrieves the top 50 sentences415

relevant to query entities for each question.416

For both datasets, the complete inferential chain417

required to answer each question is present in KBs.418

4.2 Baselines419

We compare CBR-iKB with four baseline mod-420

els: GRAFT-Net (Sun et al., 2018b), PullNet (Sun421

et al., 2019), EmbedKGQA (Saxena et al., 2020),422

and TransferNet (Shi et al., 2021). GRAFT-Net423

is a graph convolution-based approach that oper-424

ates over a graph of KB triplets and text documents.425

PullNet (Sun et al., 2019) is an improved version of426

GRAFT-Net with a learned CNN-based subgraph427

retriever. However, its experiments are not repro-428

ducible, and we only report its numbers (Shi et al.,429

2021). EmbedKGQA treats question embeddings 430

as latent relation representations and jointly trains 431

them with KB triplets. It is the state-of-the-art 432

model for the WebQSP dataset with an incomplete 433

KB. TransferNet proposes a step-wise, attention- 434

based neural network model that simultaneously 435

traverses the knowledge graph and its alternative 436

text form. It is state-of-the-art on both datasets with 437

the full KB and MetaQA with the half KB. 438

We report numbers on MetaQA from (Shi et al., 439

2021) and re-run their systems on WebQSP with 440

our proposed incomplete KB for all baselines. 441

4.3 Incomplete KB Evaluation 442

To simulate an incomplete-KB setting, prior 443

works (Sun et al., 2018a, 2019; Saxena et al., 2020) 444

randomly drop some fraction of triplets in the KB. 445

However, we find that when dropping half of the 446

triplets, much smaller (only 15%) fractions of ques- 447

tions are affected. Thus the reported performances 448

for the incomplete-KB setting involve many ques- 449

tions that are, in fact, complete. 450

We propose to randomly drop triplets per ques- 451

tion to simulate a more rigorous evaluation for in- 452

complete KBQA, especially for a small-scale QA 453

dataset like WebQSP that has a large-scale KB. 454

This ensures that each question evaluates the QA 455

systems’ performance under the incomplete setting. 456

For each question in the dataset, we decide 457

whether to drop its triplets with some probability 458

p. Next, we pick a relation at random from the 459

gold inferential chain and drop all triplets in the 460

KB-subgraph associated with the selected relation. 461

We can control the fraction of questions affected 462

by the incomplete KB by modifying p, which we 463

set to 0.5 for WebQSP. In addition, we continue to 464

randomly drop triplets from the entire KB to sim- 465

ulate the effect of incomplete KB on knowledge 466

base completion models. We intentionally keep 467

the incomplete MetaQA baseline as-is for ease of 468

comparison to baselines. 469

4.4 Implementation Details 470

Cases Retriever. Our cases retriever consists of 471

a question encoder and a dense-retriever. We use 472

FAISS (Johnson et al., 2017), a standard dense- 473

retriever for our task. For the question encoder, 474

we use a pre-trained DistilRoBERTa model from 475

sentence-transformers, which has proven to pro- 476

vide better sentence embeddings than <CLS> to- 477

ken embeddings from a language model (Reimers 478

and Gurevych, 2019). 479
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Model
MetaQA (full) MetaQA (half) WebQSP WebQSP

1-hop 2-hop 3-hop 1-hop 2-hop 3-hop (full) (half)
GRAFT-Net (Sun et al., 2018b) 97.0 94.8 77.7 91.5 69.5 66.4 66.4 27.7

PullNet (Sun et al., 2019) 97.0 99.9 91.4 92.4 90.4 85.2 68.1 −
EmbedKGQA (Saxena et al., 2020) 97.5 98.8 94.8 83.9 91.8 70.3 66.6 46.7

TransferNet (Shi et al., 2021) 97.5 100 100 96.0 98.5 94.7 71.4 47.7

CBR-iKB (ours) 100 100 100 100 100 100 78.3 70.0

Table 2: Hit@1 results. CBR-iKB outperforms all other baselines over all datasets and settings. CBR-iKB achieves
perfectly 100% accuracy for all settings of MetaQA, and state-of-the-art accuracies on WebQSP settings (78.3%
and 70.0%). The performance gaps between CBR-iKB and the second-best method (TransferNet) are remarkable,
especially on challenging datasets. For instance, these gaps are 5.3%, 6.9%, and 22.3% for half-MetaQA with 3-hop,
full-WebSQP, and half-WebQSP respectively, proving the significant improvement of our method.

Graph APIs. Our graph traversal and handling al-480

gorithms are implemented using Graph-Tool2. All481

experiments are run on a shared 2x Intel Xeon Sil-482

ver CPU node with 1x V100 GPU.483

Knowledge Base Completion Model. We em-484

ploy the LibKGE (Broscheit et al., 2020) training,485

hyperparameters tuning, and evaluation pipeline.486

Due to resource constraints, we only consider the487

ComplEx model (Qin et al., 2020) and leave fur-488

ther investigations of others for future work. We489

report the detailed evaluation of knowledge base490

completion models in Appendix A.491

Relation Extraction Model. In Section 3.3, we492

propose the use of a relation extraction model493

for aligning k-nearest neighbor relations and re-494

lations in the target question sub-KB. We em-495

ploy the Wiki80-CNN model from the OpenNRE496

toolkit (Han et al., 2019) as our RE model. In-497

puts to the relation extraction model are documents498

from the text corpus and the proxy-text for the rela-499

tions in the KB. For each pair of subject and object500

entities, the position of their mention spans is also501

fed into the RE model.502

4.5 Main Results503

Table 2 presents the performance of all QA systems504

coupled with the full-KB and the half-KB. The505

experimental results demonstrate that CBR-iKB506

significantly outperforms state-of-the-art models507

across all sub-tasks. On the MetaQA dataset, our508

method can answer all questions correctly, fully509

utilizing the complementary text. On the WebQSP510

dataset, CBR-iKB outperforms the state-of-the-art511

model (TransferNet) by 7.1% accuracy for the full-512

KB setting and 22.3% for the half-KB setting. Here513

our best results are obtained on both KB and text.514

Both EmbedKGQA (by design) and TransferNet515

2https://graph-tool.skewed.de/

(due to scalability issues) do not utilize text. With- 516

out text, our method improved the accuracy of 517

TransferNet by 5.3% (full-KB) and 14% (half-KB), 518

compared to the accuracy reported in Table 4. 519

Model
Hits@1

1-hop 2-hop 3-hop
CBR-iKB 100 100 100

w/o revise 99.9 98.7 98.3
w/o text 70.9 59.9 86.7

Table 3: Ablation study on MetaQA with half-KB.
The performance CBR-iKB degrades when either the
revise step or the textual knowledge is excluded. In
particular, without text, the accuracy reduces nearly 30%
on 1-hop MetaQA, and even worse (40%) in the 2-hop
setting. Disabling the revise step has less effect on CBR-
iKB, causing nearly 2% in the worst-case scenario.

4.6 Ablation Study 520

Table 3 and Table 4 show results of the ablation 521

studies on MetaQA and WebQSP. 522

Utilizing Text. On MetaQA, filling missing in- 523

formation from text delivers the most performance 524

gain for the incomplete-KB setting. On WebQSP, 525

the performance improved by 1.6% and 8.3% with 526

Model
Hits@1

full half
CBR-iKB 78.3 70.0

text only 53.6 53.6
KB only 76.7 61.7

Table 4: Ablation study on WebQuestionSP. We ob-
serve the performance degradations of CBR-iKB when
using only text or KB. The accuracy decreases from
78.3% and 70% to only 53.6% when only text is used,
for full and half KBs. The accuracy drops are less severe
if using KB, nearly 2% and 9% for the two settings.
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full and half KB, showing that text becomes more527

valuable as the KB becomes sparser.528

Revise and Retain Cases. On MetaQA, we ob-529

serve that the revise and retain steps are vital to im-530

proving the last few accuracy points. Specifically,531

99.9% of train questions have spurious chains fil-532

tered out during these steps. On the other hand, the533

revise and retain steps do not help for WebQSP; we534

conjecture that the given dev set is too small for535

effectively verifying chains in the train set.536

Question Embeddings. We perform an analy-537

sis to understand the effects of question embed-538

dings. Given mention spans of topic entities, we539

consider both keeping them (non-masked) and re-540

placing them with the <MASK> token (masked).541

Upon iterating through k-nearest neighbors results,542

we observe that masking out mention spans is more543

desirable. The neighborhood of questions repre-544

sented with masked mentions tends to yield similar545

gold inferential chains. We present some selected546

questions with their masked and non-masked re-547

trievals and show them in Table 5 in the Appendix.548

5 Related Work549

Our work shares goals with other approaches to550

improve question answering systems over incom-551

plete knowledge bases (Sun et al., 2018a, 2019;552

Xiong et al., 2019; Saxena et al., 2020; Sun et al.,553

2020; Ren et al., 2021; Shi et al., 2021). They ex-554

plore various methods to incorporate text and pre-555

dict plausibly missing KB facts. GRAFT-Net (Sun556

et al., 2018a) proposes an approach for extracting557

answers from question-specific subgraphs contain-558

ing text, KB entities, and relations using graph559

representation learning. Similarly, PullNet (Sun560

et al., 2019) uses an iterative process to construct561

a question-specific subgraph that contains infor-562

mation relevant to the question from the KB and563

text then uses a graph CNN to extract the answer.564

Nevertheless, none of these methods uses the ques-565

tion similarity to find similar reasoning chains.566

Knowledge-Aware Reader (Xiong et al., 2019) pro-567

poses a subgraph reader that enhances question em-568

beddings with KB embeddings. TransferNet (Shi569

et al., 2021) simultaneously traverses the KB and a570

relation graph constructed from linked text to pre-571

dict reasoning chains. EmbedKGQA (Saxena et al.,572

2020) jointly trains question and relation embed-573

dings with a link prediction objective. EmQL (Sun574

et al., 2020; Ren et al., 2021) defines KB opera-575

tions and performs reasoning over the latent space 576

of KB embeddings. These methods require task- 577

specific training and must be fine-tuned to adapt 578

to new facts to the KB. Our method follows the 579

CBR paradigm and suggests that KBQA reasoning 580

chains can be obtained from similar examples with 581

a nonparametric algorithm. Our method also has 582

access to multiple inferential chains at the inference 583

time. We show that our method can explicitly uti- 584

lize alternative chains when KB facts are missing. 585

In this regard, our method is closely related to a 586

concurrent work (Qin et al., 2020), which trains to 587

assign high probabilities to correct reasoning paths. 588

CBR-iKB, on the other hand, takes a further step 589

and aggregates predictions from multiple chains. 590

Case-based reasoning has been successfully 591

adapted for various tasks (Watson, 1997; Li 592

et al., 2018), including KBQA. Recently, CBR- 593

KBQA (Das et al., 2021) proposes to generate KB 594

queries from label queries of similar questions. 595

While CBR-KBQA requires full supervision, our 596

method needs only question-answer pairs. CBR- 597

KBQA also proposes a revise step to correct missing 598

relations in predicted KB queries where they fail 599

to execute. However, it does not fill in missing KB 600

facts, which are common in incomplete KBs. 601

6 Conclusion 602

We proposed CBR-iKB, a nonparametric and 603

instance-based method for question answering over 604

knowledge bases. CBR-iKB utilizes the case-based 605

reasoning paradigm with a novel nonparametric 606

reasoning algorithm efficiently ensemble decisions 607

from multiple reasoning chains. Our method per- 608

forms well on multiple KBQA benchmarks (Zhang 609

et al., 2018; Yih et al., 2016; Saxena et al., 2020), 610

even when coupled with sparse, incomplete KBs. 611

CBR-iKB consistently achieves 100% accuracy on 612

different settings of the MetaQA dataset. On We- 613

bQSP, our method significantly outperforms state- 614

of-the-art models for question answering over an 615

incomplete knowledge base by a large accuracy 616

gap of 22.3%. Furthermore, our qualitative analy- 617

sis also demonstrates that CBR-iKB’s predictions 618

are interpretable and explainable. 619

Limitations CBR-iKB currently has limited gen- 620

eralization ability to novel compositional questions 621

due to the assumption that solutions to a question 622

are previously seen for similar questions. Enabling 623

compositional QA for CBR-iKB is an interesting 624

and open problem for future work. 625
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A Appendix 753

Query: Who are the directors of the movies written by [Peter Facinelli]

Top Masked Retrievals Top Unmasked Retrievals
Which person directed the films acted by [Jeff Fahey] Which person directed the films acted by [Peter Facinelli]

Which person directed the films acted by [Damian Lewis] Who are the directors of the movies written by [Peter Facinelli]

Query: In what country is [Amsterdam]

Top Masked Retrievals Top Unmasked Retrievals
What country is [Vatican city] in What do people go to [Amsterdam] for

What country is the [Grand Bahama island] in Where is [Amsterdam] ohio

Query: Where is the best place to vacation in the [Dominican Republic]

Top Masked Retrievals Top Unmasked Retrievals
Where to go in [Florida] for vacation What is the [Dominican Republic] ’s capital

What are the best places to go in [Germany] What currency is best to take to [Dominican Republic]

Table 5: Case retrieval examples on masked and unmasked questions. Entities are enclosed in square brackets.
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