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Abstract

Supervised fine-tuning (SFT) is a common001
approach to improve the domain-specific002
question-answering (QA) performance of large003
language models (LLMs). However, recent004
literature reveals that due to the conflicts be-005
tween LLMs’ internal knowledge and the con-006
text knowledge of training data, vanilla SFT007
using the full QA training set is usually sub-008
optimal. In this paper, we first design a query009
diversification strategy for robust conflict de-010
tection and then conduct a series of experi-011
ments to analyze the impact of knowledge con-012
flict. We find that 1) training samples with013
varied conflicts contribute differently, where014
SFT on the data with large conflicts leads to015
catastrophic performance drops; 2) compared016
to directly filtering out the conflict data, ap-017
propriately applying the conflict data would be018
more beneficial. Motivated by this, we propose019
a simple-yet-effective Knowledge-aware Fine-020
tuning (namely KaFT) approach to effectively021
boost LLMs’ performance. The core of KaFT022
is to adapt the training weight by assigning dif-023
ferent rewards for different training samples024
according to conflict level. Extensive experi-025
ments show that KaFT brings consistent and026
significant improvements (up to +5.73% aver-027
age scores) across four LLMs. More analyses028
prove that KaFT effectively improves the model029
generalization and alleviates the hallucination.030

1 Introduction031

While large language models (LLMs) (OpenAI,032

2023; Dubey et al., 2024; Zhao et al., 2023)033

have showcased powerful general-purpose capa-034

bilities, they often struggle to handle domain-035

specific question-answering (QA) tasks, e.g., med-036

ical QA (Labrak et al., 2024). Hence, supervised037

fine-tuning (SFT), aiming to activate LLMs’ inter-038

nal knowledge and align LLMs’ output with the039

desired behavioral norms, is usually required (Zhou040

et al., 2024; Zhang et al., 2024).041
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Figure 1: Comparison between (a) vanilla SFT and (b)
our KaFT. Different from vanilla SFT treating all train-
ing data equally, KaFT uses sample-adaptive rewards to
facilitate more effective learning of LLMs.

However, recent literature (Ren et al., 2024; 042

Gekhman et al., 2024) reveals that domain-specific 043

SFT usually suffers from a crucial problem: knowl- 044

edge conflict, which is the discrepancy between the 045

LLMs’ internal knowledge and the context knowl- 046

edge of training data (Xu et al., 2024). Due to 047

the long-tail distribution and timeliness of pretrain- 048

ing corpora, LLMs might struggle to learn suffi- 049

cient domain-specific knowledge during pretrain- 050

ing. Conversely, SFT training datasets usually con- 051

tain more up-to-date and professional knowledge. 052

Unfortunately, SFT fails to learn additional knowl- 053

edge (Ren et al., 2024), and enforcing LLMs to 054

learn new knowledge through SFT would easily 055

damage their prior abilities and lead to hallucina- 056

tion (Gekhman et al., 2024). 057

To tackle this problem, some empirical studies 058

have been conducted (Ren et al., 2024; Gekhman 059

et al., 2024; Ye et al., 2024). For instance, Ren et al. 060

(2024) employ in-context learning (ICL) (Brown 061

et al., 2020) to probe LLMs’ internal knowledge 062

and determine whether it conflicts with the training 063

data. Based on this, they analyze the behavior of 064

LLMs after SFT with conflict data. Despite provid- 065

ing some insightful findings, they still have some 066

shortcomings: 1) the proposed conflict detection 067
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methods are simply based on ICL, which is sensi-068

tive to few-shot examples and might introduce bias069

into the results (Min et al., 2022; Ye et al., 2024);070

2) they alleviate the negative effect of knowledge071

conflict by directly filtering the conflict data, while072

neglecting how to make full use of these data.073

To this end, we first improve the ICL-based con-074

flict detection with a query diversification strategy075

to reduce the bias of few-shot examples. Based on076

it, we conduct a series of preliminary analyses to re-077

veal the impact of knowledge conflict. Specifically,078

we calculate the conflict score for each training data079

and split the training set evenly into four subsets080

with varied conflicts. By fine-tuning LLMs with081

different subsets, we find that:082

• Different subsets contribute differently, where083

SFT on the individual subset with more con-084

flicts causes catastrophic performance drops.085

• Compared to directly filtering the subset with086

more conflicts, appropriately applying these087

data might be more beneficial.088

Based on these observations, we recognize that089

not all training samples are equally important090

for SFT, and LLMs should pay different atten-091

tion to different samples. Motivated by this, we092

proposed a simple-yet-effective Knowledge-aware093

Fine-Tuning (namely KaFT) approach to effec-094

tively boost LLMs’ QA performance. As illustrated095

in Figure 1, the core of KaFT is to assign different096

rewards to varied subsets and use these rewards to097

adapt the learning of LLMs. Specifically, for the098

data with more conflicts, KaFT assigns a smaller re-099

ward to alleviate its negative effect. Conversely, for100

the data with fewer conflicts, KaFT uses a larger re-101

ward to encourage its learning. By doing so, KaFT102

can not only avoid overfitting to conflict data, but103

also effectively activate its internal knowledge for104

more efficient domain adaptation.105

We mainly evaluate our KaFT in the medical QA106

applications upon four popular LLMs, including107

LLaMA3-8B/3B (Dubey et al., 2024), Qwen1.5-108

7B (Bai et al., 2023), and Mistral-7B (Jiang et al.,109

2023). Extensive results show that KaFT surpasses110

the other baselines by a clear margin, and brings111

consistent and significant performance gains (up to112

+5.73% average scores) across all LLMs. More in-113

depth analysis prove that KaFT can be expanded to114

other domain-specific applications. More encour-115

agingly, KaFT improves the model generalization116

and alleviates the hallucination effectively.117

Contributions. To summarize, our contributions 118

are three-fold: (1) We propose a query diversifica- 119

tion strategy for robust conflict detection. Based on 120

it, we conduct a series of preliminary analyses and 121

reveal that training samples with varied conflicts 122

contribute differently. (2) Motivated by this, we 123

propose a simple-yet-effective knowledge-aware 124

SFT (KaFT) approach, which employs sample- 125

adaptive rewards to boost LLMs’ QA performance. 126

(3) Extensive experiments show that KaFT out- 127

performs the vanilla SFT by a clear margin and 128

improves the model generalization effectively. 129

2 Preliminary 130

2.1 Task Formulation 131

Given a domain-specific QA training dataset D = 132

{(qi, oi, ai)}Ni=1 and a pretrained base LLM Mθ 133

parameterized by θ, where qi, oi and ai denote the 134

question, options and answer, and N denotes the 135

number of all training samples. The goal of SFT 136

is to use the D to fine-tune Mθ with supervised 137

learning, i.e., maximum likelihood estimates, and 138

obtain the final adapted LLM Mθ∗ . 139

2.2 Knowledge Conflict Detection with Query 140

Diversification Strategy 141

As mentioned in §1, SFT usually suffers from the 142

knowledge conflict problem. To detect the knowl- 143

edge conflicts in D, Ren et al. (2024) propose an 144

ICL-based probing method. Specifically, they ran- 145

domly select some training samples as the few-shot 146

examples and utilize them to probe Mθ’s response 147

ri with greedy decoding, i.e., temperature=0, to 148

each query (qi, oi). The response ri is referred to 149

as the model’s parameter knowledge for this ques- 150

tion qi. Then, they determine whether the ri is 151

aligned with reference answer ai, i.e., I(ri = ai), 152

where I(·) is the indicator function, and regard the 153

misaligned samples as the conflict data. To have a 154

closer look, we provide a case in Appendix A.3. 155

Obviously, such a simple ICL-based approach is 156

not robust, as it is sensitive to the few-shot exam- 157

ples and introduce bias. To this end, we improve 158

this method with a query diversification strategy. 159

The primary intuition of our strategy is that, if we 160

replace the internal order of options oi and Mθ 161

always fails to output the correct answer, Mθ in- 162

deed does not learn the knowledge for the question. 163

In practice, for each data point, we first replace 164

the internal order of oi and obtain No different 165

queries {(qi, oji )}
No
j=1. Then, we feed the queries 166
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Figure 2: (a) Illustration of distributions of Scorei on MedQA across different LLMs. We use the kernel density
estimate for visualizing, where the larger density refers to more training samples. (b) Performance comparison
(%) of different subsets. Note that all subsets hold the same number of training samples. (c) Analysis of different
proportions of wrong data. Specifically, we randomly select varied samples from wrong and merge them with
the other three subsets. We use three different random seeds for data sampling and report the average results.

into Mθ to obtain its responses. Moreover, in-167

spired by self-consistency (Wang et al., 2023), we168

set the temperature to 0.7 and sample Nr candidate169

responses {rjik}
Nr
k=1 for each query (qi, o

j
i ). Lastly,170

the knowledge conflict can be measured as:171

Scorei =

∑No
j=1

∑Nr
k=1 I(r

j
ik
) = ai)

No ×Nr
, (1)172

where Scorei denotes the conflict score (larger173

value refers to fewer conflicts) of i-th training data.174

2.3 Empirical Analyses175

Setting. We use a popular medical QA bench-176

mark, i.e., MedQA (Jin et al., 2021), as the177

testbed, containing 10,178 training data. We per-178

form SFT on four cutting-edge LLMs, including179

LLaMA3-8B/3B (Dubey et al., 2024), Qwen1.5-180

7B (Bai et al., 2023), and Mistral-7B (Jiang181

et al., 2023). The tuned models are evaluated182

on six medical QA benchmarks, covering the test183

sets of MedQA, MedMCQA (Pal et al., 2022),184

MMLU∗ (Hendrycks et al., 2020)1), CMB (Wang185

et al., 2024b), CMExam (Liu et al., 2024b), and186

CMMLU∗ (Li et al., 2024). For conflict detection,187

we set the No and Nr to 10. The distributions of188

Score are illustrated in Figure 2 (a).189

Findings. To investigate the impact of knowl-190

edge conflict, we conduct systematic analyses and191

empirically observe that:192

❶ Different subsets contribute differently, where193

SFT on the individual subset with more con-194

flicts causes catastrophic performance drops.195

1Following Singhal et al. (2025), we select six medical sub-
tasks from MMLU, and denote this subset as MMLU∗. Simi-
larly, we also collect the medical sub-tasks from CMMLU (Li
et al., 2024) and denote it as CMMLU∗.

First, we calculate the Score for each training 196

data and sort the D based on the score. Then, 197

we split D evenly into four subsets with var- 198

ied conflicts, denoted as right, might-right, 199

might-wrong and wrong, where right has 200

less conflicts and wrong has most conflicts. No- 201

tably, these subsets have the same number of train- 202

ing samples. We fine-tune the LLMs using different 203

individual subsets and illustrate the comparative re- 204

sults in Figure 2 (b). For reference, we also present 205

the results of SFT on the randomly selected sam- 206

ples. As seen, LLMs tuned with different subsets 207

perform differently. Similar to prior findings (Ren 208

et al., 2024), SFT on the wrong leads to catas- 209

trophic performance drops, proving the negative 210

effect of knowledge conflict. More interestingly, 211

right is usually not the optimal subset, while 212

might-right performs better among all LLMs. 213

We conjecture that many right samples have 214

been learned by LLMs and struggle to provide use- 215

ful information. Conversely, might-right can 216

help activate LLMs’ internal knowledge and better 217

boost their performance. 218

❷ Compared to directly filtering the subset with 219

more conflicts, appropriately applying these 220

data might be more beneficial. Intuitively, a 221

straightforward way for alleviating the negative ef- 222

fect of knowledge conflict is to filter out the wrong 223

subset from D and use the other subsets for SFT. 224

However, as aforementioned, appropriate conflict 225

data might help activate LLMs’ internal knowledge 226

and lead to better performance. To verify our con- 227

jecture, we introduce different proportions λ of 228

conflict data from wrong into the collection of 229

other less-conflict subsets, where λ ranges from 230
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0% to 100%. The results are illustrated in Figure 2231

(c), from which we find that compared to directly232

filtering the wrong (i.e., λ = 0%), introducing233

some conflict data (e.g., λ = 50%) could be more234

beneficial. This highlights the necessity of explor-235

ing more effective SFT methods to make full use236

of the conflict data.237

3 Knowledge-aware Fine-tuning238

Based on the observations in §2.3, we recognize239

that not all training samples are equally important240

for SFT, and LLMs should pay different attention241

to different samples. To this end, we propose a242

knowledge-aware fine-tuning (KaFT) approach to243

alleviate the negative effect of knowledge conflict244

and boost LLMs’ performance. In this section, we245

introduce our KaFT in detail.246

Motivation and Intuition. In addition to the247

empirical findings in §2.3, our KaFT is also in-248

spired by a famous cognitive structure migration249

theory (Ausubel et al., 1978), i.e., “The most im-250

portant single factor influencing learning is what251

the student already knows”, which highlights that252

paying more attention to the new content relevant253

to prior learned knowledge can lead to more effec-254

tive knowledge transfer. Intuitively, for the data255

with more conflicts, e.g., wrong, LLMs might eas-256

ily over-fit the unfamiliar knowledge and lead to257

poor generalization. In contrast, for data with fewer258

conflicts, more in-depth learning is beneficial for259

transferring LLMs’ internal knowledge and facili-260

tating effective domain adaptation.261

Implementation of KaFT. In practice, based on262

our proposed strategy in §2.2, we first calculate263

the conflict score Scorei for each training data264

(qi, oi, ai), and split D evenly into four subsets265

with varied conflicts, as done in §2.3. Then, we as-266

sign different rewards for different subsets, where267

might-right and right hold the larger re-268

wards, and the wrong and might-wrong hold269

the smaller rewards. Lastly, the rewards are used270

to control the learning weights of different subsets.271

The learning objective can be formulated as:272

Ri =


α, if(qi, oi, ai) ∈ wrong,

β, if(qi, oi, ai) ∈ might-wrong,

1, if(qi, oi, ai) ∈ might-right,

1, if(qi, oi, ai) ∈ right,

θ∗ := argminE(q,o,a,R)∼D[R logM(a|q, o)],
(2)273

where Ri denotes the reward for i-th training data 274

and θ∗ denotes the parameters of final LLM Mθ∗ . 275

α and β are rewards between 0 and 1, where α is 276

generally smaller than β. Empirically, we set α and 277

β as 0.1 and 0.5, respectively. 278

4 Experiments 279

4.1 Setup 280

Tasks and Datasets. Similar to the settings of 281

§2.3, we mainly apply our KaFT in the medical 282

QA and fine-tune LLMs with the training set of 283

MedQA. The tuned models are evaluated on six 284

in-domain test sets, covering English medical QA 285

(MedQA, MedMCQA, MMLU∗) and Chinese med- 286

ical QA (CMB, CMExam and CMMLU∗). More- 287

over, we follow Ren et al. (2024) and use the con- 288

structed QA test sets from three domains: history, 289

engineering and law, as the out-of-domain (OOD) 290

benchmarks. For evaluation, we use the public 291

lm-evaluation-harness toolkit and report 292

the zero-shot accuracy for each benchmark. The 293

details of all tasks are shown in Appendix A.1. 294

Models. We conduct extensive experiments on 295

four cutting-edge LLMs across different model ar- 296

chitectures and sizes, i.e., LLaMA3-8B/3B (Dubey 297

et al., 2024), Qwen1.5-7B (Bai et al., 2023), and 298

Mistral-7B (Jiang et al., 2023). In the implemen- 299

tation of KaFT, the No and Nr are set to 10. We 300

train each model with a batch size of 16 and a peak 301

learning rate of 1e-4, except 2e-4 for LLaMA3-3B. 302

All models are trained with the LoRA (Hu et al., 303

2021) for 1 epoch. The details of model training 304

and inference can be found in Appendix A.2. 305

Baselines. We compare KaFT with a series of 306

baselines: 1) Base denotes the original LLMs with- 307

out SFT, 2) Vanilla SFT denotes directly fine- 308

tuning LLMs on the full training set equally, 3) 309

No-conflict denotes first removing the conflict data 310

(wrong identified in §2.3) and then fine-tuning 311

LLMs on the remaining training data, and 4) Self- 312

aligning, inspired by Ren et al. (2024), denotes 313

first modifying the answers of wrong to match 314

LLM’s internal knowledge (i.e., replacing ai with 315

ri) and then fine-tuning LLMs on the combination 316

of aligned wrong and the other original subsets. 317

4.2 Compared Results 318

The main results on medical QA benchmarks and 319

OOD benchmarks are reported in Tables 1 and 2, 320

respectively. From these results, we can find that: 321
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Backbone Method English Medical Benchmark Chinese Medical Benchmark Score

MedQA MedMCQA MMLU∗ CMB CMExam CMMLU∗ Avg. ∆ ↑

Mistral-7B

Base 50.98 48.31 65.07 31.73 30.68 32.90 43.28 -
Vanilla SFT 59.86 43.75 68.06 36.25 36.25 35.48 46.61 +3.33
No-conflict 58.37 51.11 68.69 38.09 36.92 36.17 48.22 +4.94
Self-aligning 55.62 50.99 68.81 36.70 36.81 35.13 47.34 +4.06
KaFT (Ours) 59.54 49.87 68.47 38.11 37.35 40.73 49.01 +5.73

Qwen1.5-7B

Base 48.94 50.08 62.79 74.77 76.59 70.42 63.93 -
Vanilla SFT 52.71 50.20 61.60 74.30 76.15 70.16 64.19 +0.26
No-conflict 52.24 50.54 61.55 75.04 76.87 70.77 64.50 +0.57
Self-aligning 51.77 50.11 63.18 75.23 77.05 70.71 64.67 +0.74
KaFT (Ours) 53.57 49.82 63.23 75.57 77.27 72.07 65.25 +1.32

LLaMA3-8B

Base 59.62 56.51 72.66 45.50 46.04 44.62 54.16 -
Vanilla SFT 61.82 55.75 73.34 45.99 45.85 44.95 54.62 +0.46
No-conflict 61.98 56.11 73.40 47.17 47.72 45.59 55.33 +1.17
Self-aligning 61.35 56.56 73.00 47.53 48.34 46.55 55.55 +1.39
KaFT (Ours) 64.10 56.94 74.01 47.39 47.89 45.44 55.96 +1.80

LLaMA3-3B

Base 51.14 49.41 62.34 35.98 36.48 36.50 45.31 -
Vanilla SFT 54.99 50.08 62.94 38.00 39.17 38.13 47.22 +1.91
No-conflict 52.95 49.20 63.76 38.91 39.78 37.27 46.98 +1.67
Self-aligning 52.79 49.82 62.93 38.53 38.66 38.55 46.88 +1.57
KaFT (Ours) 54.52 50.51 64.93 40.19 39.93 39.70 48.30 +2.99

Table 1: Performance comparison (%) on the medical QA benchmarks. “Avg.” denotes the average results, and
“∆ ↑” refers to the gains against the base models. Best results are in bold, and second-best results are underlined.

KaFT surpasses the other baselines by a clear322

margin. As seen, compared to the vanilla SFT,323

“No-conflict” usually achieves better performance,324

highlighting the harmfulness of conflict data. “Self-325

aligning” can sometimes bring further performance326

gains against “No-conflict”, e.g., +0.22% average327

score in LLaMA3-8B. However, it might lead to328

worse performance in some cases. One possible329

reason is that ri obtained by the method in (Ren330

et al., 2024) can not probe LLMs’ internal knowl-331

edge well, thus leading to some noise. Conversely,332

our KaFT surpasses the other counterparts by a333

clear margin, proving its superiority.334

KaFT brings consistent and significant perfor-335

mance gains among all model sizes and types.336

We see that KaFT not only achieves remarkable per-337

formance for LLaMA3-family models, but is also338

beneficial to the Qwen and Mistral models. Specif-339

ically, compared to the base models, KaFT brings340

+5.73%, +1.32%, +1.80% and +2.99% average341

gains for Mistral-7B, Qwen1.5-7B and LLaMA3-342

8B/3B, respectively. These results prove the effec-343

tiveness and universality of KaFT.344

KaFT effectively improves the OOD perfor-345

mance. Additionally, we evaluate the tuned346

LLMs on the OOD benchmarks to verify LLMs’ ro-347

bustness. Due to space limitations, we only present348

the contrastive results of Mistral-7B and LLaMA3- 349

3B models in Table 2. From the table, we observe 350

that KaFT significantly outperforms the baselines 351

among all domains, indicating that alleviating the 352

negative effect of conflict data can avoid the overfit- 353

ting of LLMs, continuing to prove the effectiveness 354

of our proposed KaFT approach. 355

4.3 Ablation Study 356

Here, we investigate 1) the effect of different con- 357

flict detection methods, 2) the influence of different 358

reward strategies in KaFT, and 3) the analyses of 359

hyper-parameters in KaFT. 360

Effect of conflict detection methods. One of 361

our contributions is to design a query diversifica- 362

tion strategy for robust conflict detection. Here, to 363

verify its effectiveness, we compare it with some 364

variants: 1) “-w/o diverse query” means remov- 365

ing the query diversification process and obtaining 366

multiple responses for the original query. 2) “-w/o 367

response sampling” means using greedy decoding 368

to obtain the model responses with the highest prob- 369

ability for diverse queries, respectively. 3) “-w/o 370

both” means removing both processes and directly 371

using greedy decoding to obtain the model response 372

for each original query, as done in Ren et al. (2024). 373

After obtaining the responses, we compared them 374

5



Method Mistral-7B LLaMA3-3B

History Engineering Law Avg. ∆ ↑ History Engineering Law Avg. ∆ ↑

Base 41.20 53.20 46.80 47.07 - 33.60 54.80 38.40 42.27 -
Vanilla SFT 46.00 59.20 50.00 51.73 +4.66 40.00 56.40 46.40 47.60 +5.33
No-conflict 45.20 61.20 49.60 52.00 +4.93 40.80 58.00 48.00 48.93 +6.66
Self-aligning 44.40 56.80 49.20 50.13 +3.06 39.60 56.40 48.00 48.00 +5.73
KaFT (Ours) 50.40 60.00 51.60 54.00 +6.93 40.40 58.40 49.60 49.47 +7.20

Table 2: Performance comparison (%) of tuned medical LLMs on the out-of-domain QA test sets. “Avg.”
denotes the average performance. Best results are in bold, and second-best results are underlined.

Method Score ∆ ↓

Random 54.38 -
Ours 27.16 ↓ 27.22
-w/o diverse query 38.96 ↓ 15.42
-w/o response sampling 30.15 ↓ 24.23
-w/o both 49.00 ↓ 5.38

Table 3: Performance comparison (%) of wrong sets
selected by different conflict detection methods. The
LLaMA3-8B is used as the base model. “∆ ↓” denotes
the performance drops against the random selection,
where larger values refer to better performance.
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55

60

65

70

Pe
rf

or
m

an
ce

 o
n 

m
ed

ic
al

 Q
A

 (%
)

-w. constant
-w. auto-adapt
Ours

Figure 3: Effect of reward strategies in KaFT. The
y-axis denotes the average performance of medical QA.

with the references to calculate the conflict score.375

Based on it, we sort the training data and select the376

wrong set. Taking the LLaMA3-8B as an example,377

we present the medical QA results of models tuned378

with different wrong sets in Table 3. As seen, the379

wrong selected by our method leads to maximum380

performance degradation, i.e., our method can ef-381

fectively detect the conflict data and select the most382

conflict subset, proving its effectiveness.383

Effect of reward strategies in KaFT. As men-384

tioned in §3, KaFT empirically assigns the rewards385

for subsets with varied conflicts. In this part, we386

investigate this strategy by comparing it with two387

variants: 1) “-w. constant” refers to the constant388

=0.1 =0.5 =1.0

=0.1

=0.5

=1.0

48.33 49.01 48.72

48.29 48.72 48.85

47.31 48.36 46.61

Mistral-7B

47.0

47.5

48.0

48.5

49.0

=0.1 =0.5 =1.0

0.1
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65.09 65.25 64.80

64.77 64.72 64.37

64.65 64.14 64.19

Qwen1.5-7B

64.2

64.4

64.6

64.8

65.0

65.2

Figure 4: Parameter analyses of KaFT. The y-axis
and x-axis denote the varied α and β, respectively. We
report the average results on medical QA benchmarks.

reward for all subsets, i.e., Ri = 1.0, and 2) “-w. 389

auto-adapt” refers to using the conflict scores as the 390

rewards, i.e., Ri = Scorei. Comparative results of 391

medical QA are illustrated in Figure 3. Both of ours 392

and “-w. auto-adapt” outperform the “-w. constant” 393

by a clear margin, proving the effectiveness of 394

knowledge-aware SFT. Moreover, “-w. auto-adapt” 395

usually performs worse than ours. One possible 396

reason is that it assigns a relatively small reward for 397

the more important might-right subset, thus 398

hindering the activation of LLMs’ internal knowl- 399

edge. Conversely, our strategy can make full use of 400

the training data and achieve the best performance. 401

Parameter Analysis. In Eq. 2, we use two hy- 402

perparameters, i.e., α and β, to control the rewards 403

for wrong and might-wrong subsets. In this 404

study, we analyze their influence by evaluating the 405

performance of KaFT with different α and β, span- 406

ning {0.1, 0.5, 1.0}. Figure 4 illustrates the average 407

results of Mistral-7B and Qwen1.5-7B on medical 408

QA benchmarks, from which we find that: 1) In- 409

creasing the α leads to a continuous performance 410

decline, confirming the motivation to suppress the 411

learning of conflict data. 2) Increasing the β ap- 412

propriately brings better performance, but too large 413

β (i.e., 1.0) is harmful. We conjecture that the 414

might-wrong could contain some conflict data, 415

and overemphasizing its learning would cause over- 416
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Method Mistral-7B LLaMA3-8B

QA Dialogue Sumarization Avg. ∆ ↑ QA Dialogue Sumarization Avg. ∆ ↑

Base 51.65 62.22 44.50 52.79 - 50.79 67.27 49.49 55.85 -
Wrong-only 48.92 56.71 44.40 50.01 -2.78 45.55 51.73 42.56 46.61 -9.24
Vanilla SFT 50.66 69.60 49.24 56.50 +3.71 45.43 72.04 48.77 55.41 -0.44
No-conflict 54.54 70.48 45.89 56.97 +4.18 49.16 71.98 48.55 56.56 +0.71
Self-aligning 54.22 72.41 46.11 57.58 +4.79 49.67 72.24 48.64 56.85 +1.00
KaFT (Ours) 54.20 73.57 47.68 58.48 +5.69 50.85 72.65 48.79 57.43 +1.58

Table 4: Performance comparison (%) on the hallucination evaluation, i.e., HaluEval (Li et al., 2023a). Green
and red results refer to the average performance gains and drops against the “Base” baseline, respectively. For
references, we also report the results of “Wrong-only”, which fine-tunes LLMs on the individual wrong subset.
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Figure 5: Performance comparison (%) on multilin-
gual medical QA. LLaMA3-8B is used as base model.

fitting. More specifically, the case of α = 0.1 and417

β = 0.5 performs best, thus leaving as our default418

experimental settings.419

5 Discussion420

Here, we conduct further analyses to discuss: 1)421

whether it gains better model generalization, and422

2) whether KaFT still works in other scenarios.423

5.1 Does KaFT improve the generalization?424

Intuitively, by alleviating the negative effect of con-425

flict data, KaFT can achieve better model general-426

ization. To verify it, we further analyze its effect427

from the following aspects:428

Multilingual Generalization. We evaluate the429

tuned models on a popular multilingual medi-430

cal QA benchmark, i.e., MMedBench (Qiu et al.,431

2024), consisting of six languages: Chinese, En-432

glish, French, Japanese, Russian, and Spanish. The433

comparative results of tuned LLaMA3-8B models434

are illustrated in Figure 5. As seen, our KaFT435

brings better performance gains than the other 436

methods across most languages. Specifically, com- 437

pared to the base model, KaFT achieves +4.94% 438

average performance gains, especially +6.25% 439

gains in Japanese and +7.81% gains in Russian. 440

Hallucination Alleviation. As stated in the prior 441

work (Gekhman et al., 2024), fine-tuning with con- 442

flict data increases the LLMs’ tendency to halluci- 443

nate. Here, we investigate this problem by evalu- 444

ating the tuned models on a popular hallucination 445

detection benchmark, HaluEval (Li et al., 2023a). 446

Specifically, the models are required to classify 447

whether a sample contains hallucinated contents 448

from three tasks, i.e., question answering (QA), 449

knowledge-grounded dialogue (Dialogue), and text 450

summarization (Summarization). The results of 451

Mistral-7B and LLaMA3-8B models are reported 452

in Table 4. For references, we also report the re- 453

sults of directly fine-tuning on the wrong sub- 454

set, denoted as “Wrong-only”. It can be found 455

that enforcing LLMs to learn the new knowledge 456

from conflict data indeed causes serious hallucina- 457

tion, as “Wrong-only” and “Vanilla SFT” cause 458

up to -9.24% and -0.44% average score drops, 459

respectively. More encouragingly, our KaFT can 460

effectively alleviate this side effect and bring up to 461

+5.69% average score gains against base models. 462

Takeaway: These results prove that our KaFT can 463

indeed bring better model generalization. 464

5.2 Does KaFT still work in other scenarios? 465

Although our KaFT is mainly evaluated in the med- 466

ical domain, we believe that it has great potential to 467

expand to more domain-specific applications. To 468

verify it, we conduct additional experiments from 469

three domains: history, engineering, and law. Fol- 470

lowing Ren et al. (2024), we use the corresponding 471

domain-specific training and test sets, collected 472

from Xiezhi Benchmark (Gu et al., 2024). The 473

7



Method History → Engineering → Law →

History Engineering Law Avg. History Engineering Law Avg. History Engineering Law Avg.

Base 49.60 59.20 51.60 53.47 49.60 59.20 51.60 53.47 49.60 59.20 51.60 53.47
Vanilla SFT 64.40 66.00 67.20 65.87 57.60 65.20 56.80 59.87 64.40 64.40 60.80 63.20
No-conflict 60.00 66.80 65.20 64.00 56.80 65.20 56.00 59.33 61.60 64.00 60.00 61.87
Self-aligning 56.80 66.00 60.40 61.07 52.80 63.60 55.20 57.20 57.60 64.40 58.00 60.00
KaFT (Ours) 66.40 66.00 67.60 66.67 58.80 67.20 56.80 60.93 66.00 65.60 61.20 64.27

Table 5: Performance comparison (%) on more domain-specific QA applications. Notably, we fine-tune the
LLaMA3-8B with the individual domain-specific training set (i.e., History, Engineering, and Law) and evaluate
them on all domains’ test sets. “Avg.” denotes the average performance, and the best results are in bold.

data statistics are provided in Appendix A.1. We474

fine-tune the LLMs with the individual domain-475

specific training set and evaluate them on the test476

sets of all domains. Results of tuned LLaMA3-8B477

models are reported in Table 5, from which we478

observe that KaFT performs best and brings consis-479

tent and significant performance gains among all480

domains. Takeaway: KaFT not only works well481

in medical QA, but also can be applied to more482

domain-specific scenarios.483

6 Related Works484

LLMs (Ouyang et al., 2022; OpenAI, 2023; Dubey485

et al., 2024; Liu et al., 2024a) have showcased pow-486

erful general-purpose capabilities. However, they487

might fall short in domain-specific applications,488

such as medical QA (Labrak et al., 2024). To this489

end, many prior works (Singhal et al., 2023; Li490

et al., 2023b; Chen et al., 2023; He et al., 2025)491

attempt to perform SFT on the domain-specific QA492

dataset for facilitating domain adaptation.493

Despite achieving remarkable performance, SFT494

often faces a critical challenge, i.e., knowledge con-495

flicts. Specifically, since domain-specific SFT is496

more knowledge-intensive and contains rich pro-497

fessional knowledge that has not been learned498

during the LLMs’ pretraining, there is usually a499

discrepancy between the LLMs’ internal knowl-500

edge and the context knowledge of the SFT corpus.501

More recently, Ren et al. (2024) reveal that SFT502

fails to learn additional knowledge and Gekhman503

et al. (2024) find that enforcing LLMs to learn new504

knowledge through SFT would easily damage their505

prior abilities and lead to hallucination. Thus, it506

is suboptimal to directly fine-tune LLMs using the507

full SFT training samples equally.508

To address this problem, there are few existing509

works (Ren et al., 2024; Gekhman et al., 2024; Ye510

et al., 2024). However, they still have some short-511

comings and struggle to tackle this problem effec-512

tively. On the one hand, their conflict detection 513

methods highly rely on ICL (Brown et al., 2020), 514

which is sensitive to the few-shot examples (Min 515

et al., 2022). On the other hand, after detecting the 516

conflict data, they mitigate its negative effect by 517

either using early-stopping or filtering out it from 518

the training dataset, while neglecting how to make 519

full use of these conflict data. 520

Different from these prior studies, we first de- 521

sign a query diversification strategy to robustly de- 522

tect the conflict and then propose a knowledge- 523

aware SFT (KaFT) to make full use of all training 524

data. The main idea of KaFT is to use sample- 525

adaptive rewards for better guiding the learning of 526

LLMs, which is somewhat similar to prior adaptive- 527

learning methods (Wang et al., 2024a; Li et al., 528

2020). The way to obtain the sample-adaptive re- 529

wards is innovative, and we believe that our ap- 530

proach has great potential to unleash the power of 531

LLMs in real-world applications. 532

7 Conclusion 533

In this paper, we focus on the knowledge conflict 534

problem in the domain-specific SFT, which is criti- 535

cal yet under-explored. Specifically, we propose a 536

query diversification strategy to robustly detect the 537

conflict. Based on it, we conduct a series of prelimi- 538

nary analyses and reveal that different training sam- 539

ples contribute differently, where those with more 540

conflicts would dynamically damage LLMs’ abili- 541

ties. To this end, we further propose a knowledge- 542

aware SFT approach (KaFT). In short, KaFT uti- 543

lizes sample-adaptive rewards to suppress the neg- 544

ative effect of conflict data and encourage LLMs 545

to activate more relevant knowledge. Extensive re- 546

sults on medical QA benchmarks demonstrate the 547

effectiveness and universality of KaFT. More en- 548

couragingly, in-depth analyses prove that KaFT can 549

achieve better model generalization and alleviate 550

the model hallucination effectively. 551
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Limitations552

Our work has several potential limitations. First,553

given the limited computational budget, we only554

validate our KaFT on up to 8B LLMs in the main555

experiments. It will be more convincing if scaling556

up to super-large model sizes (e.g., 70B) and apply-557

ing KaFT to more cutting-edge model architectures.558

On the other hand, to better probe LLMs’ internal559

knowledge, we follow the prior studies (Ren et al.,560

2024; Ye et al., 2024) and mainly focus on multiple-561

choice QA tasks. We will expand our methods to562

the long-form QA scenarios in future work.563

Ethics and Reproducibility Statements564

Ethics We take ethical considerations very seri-565

ously and strictly adhere to the ACL Ethics Policy.566

This paper proposes a knowledge-aware fine-tuning567

framework to improve the domain-specific QA per-568

formance of LLMs. It aims to activate LLMs’ in-569

ternal domain-specific knowledge, e.g., medical,570

instead of encouraging them to learn privacy knowl-571

edge that may cause an ethical problem. Moreover,572

all training and evaluation datasets used in this pa-573

per are publicly available and have been widely574

adopted by researchers. Thus, we believe that this575

research will not pose ethical issues.576

Reproducibility In this paper, we discuss the577

detailed experimental setup, such as training hyper-578

parameters and statistic descriptions. More impor-579

tantly, we have provided our code and data in the580

Supplementary Material to help reproduce the ex-581

perimental results of this paper.582
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Dataset #Training #Test

Medical QA
MedQA (Jin et al., 2021) 10,178 1,273
MedMCQA (Pal et al., 2022) - 4,183
MMLU∗ (Hendrycks et al., 2020) - 1,089

- Anatomy - 135
- Clinical Knowledge - 265
- College Biology - 144
- College Medicine - 173
- Medical Genetics - 100
- Professional Medicine - 272

CMB (Wang et al., 2024b) - 9,998
CMExam (Liu et al., 2024b) - 6,607
CMMLU∗ (Li et al., 2024) - 1,140

- Anatomy - 148
- Clinical Knowledge - 237
- College Medical Statistics - 106
- College Medicine - 273
- Professional Medicine - 376

Other domain-specific QA
History (Gu et al., 2024) 8,605 250
Engineering (Gu et al., 2024) 4,805 250
Law (Gu et al., 2024) 6,510 250

More in-depth analyses
MMedBench (Qiu et al., 2024) - 8,178

- Chinese - 3,426
- English - 1,273
- French - 321
- Japanese - 160
- Russian - 256
- Spanish - 2,742

HaluEval (Li et al., 2023a) - 30,000
- question answering - 10,000
- knowledge-grounded dialogue - 10,000
- text summarization - 10,000

Table 6: Statistic information of all used datasets in
our study. “#Training” and “#Test” denote the number
of training and test samples, respectively.

A Appendix766

A.1 Details of Tasks and Datasets767

In this work, to investigate the effectiveness and768

universality of our KaFT, we conduct extensive ex-769

periments on four domain-specific QA applications,770

covering medical, history, and law. In addition, the771

multilingual medical QA tasks and hallucination772

detection tasks are used to reveal the underlying773

mechanism of our method. Here, we introduce774

the descriptions of these tasks and datasets in de-775

tail. First, we present the statistics of all datasets in776

Table 6. Then, each task is described as:777

MedQA. MedQA (Jin et al., 2021) consists of778

questions and corresponding 4-option or 5-option779

answers in the style of the US Medical License780

Exam (USMLE). Since it consists of diverse med- 781

ical knowledge, MedQA is a challenging bench- 782

mark and is thus used as our training corpus. 783

Specifically, the training set consists of 10,178 sam- 784

ples, and the test set has 1273 questions. 785

MedMCQA. MedMCQA (Pal et al., 2022) con- 786

sists of 4-option multiple-choice QA samples from 787

the Indian medical entrance examinations (AI- 788

IMS/NEET). This dataset covers 2.4K healthcare 789

topics and 21 medical subjects. We use the valida- 790

tion set with 4,183 questions for evaluation. 791

MMLU∗. MMLU (Hendrycks et al., 2020) is a 792

comprehensive benchmark, including exam ques- 793

tions from 57 subjects (e.g., STEM and social sci- 794

ences). Each MMLU subject contains 4-option 795

multiple-choice QA samples. Similar to prior 796

works (Singhal et al., 2025), we select 6 subjects 797

that are most relevant to medical and clinical knowl- 798

edge: Anatomy, Clinical Knowledge, College Bi- 799

ology, College Medicine, Medical Genetics and 800

Professional Medicine. For convenience, we de- 801

note this subset as MMLU∗. 802

CMB. CMB (Wang et al., 2024b) is a comprehen- 803

sive medical benchmark in Chinese, designed and 804

rooted entirely within the native Chinese linguistic 805

and cultural framework. It consists of two parts: 806

CMB-Exam, featuring multiple-choice questions 807

from qualification exams, and CMB-Clin, includ- 808

ing complex clinical diagnostic questions derived 809

from real case studies. In our experiments, we eval- 810

uate the models on the samples with single answers 811

from the test set of CMB-Exam. 812

CMExam. CMExam (Liu et al., 2024b) is 813

sourced from authentic medical licensing exams, 814

containing more than 60K questions. It can reflect 815

the comprehensive coverage of medical knowledge 816

and reasoning required in clinical practice, cover- 817

ing Traditional Medicine Disease Patterns, Diges- 818

tive System Diseases, Certain Infectious, etc. For 819

evaluation, we select the data with single-choice 820

answers from the test set. 821

CMMLU∗. CMMLU (Li et al., 2024) is a com- 822

prehensive Chinese benchmark that covers vari- 823

ous subjects, including natural sciences, social sci- 824

ences, engineering, and the humanities. Similar to 825

MMLU-Medical, we also select the subjects that 826

are most relevant to medical and clinical knowledge 827

as the medical QA benchmarks, covering Anatomy, 828

Clinical Knowledge, College Medical Statistics, 829
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College Medicine, and Professional Medicine. For830

convenience, we refer to this subset as CMMLU∗831

in the main experiments.832

Other domain-specific QA. In addition to the833

medical QA, we also evaluate our method in the834

other domains, covering history, engineering, and835

law. Specifically, we follow Ren et al. (2024) and836

procure the relevant items from the Xiezhi (Gu837

et al., 2024) Benchmark for each domain. Xiezhi838

contains 249587 questions with 516 disciplines,839

ranging from 13 different categories. Since Ren840

et al. (2024) have publicly released the collected841

dataset, we directly reuse the corresponding train-842

ing and test sets in our experiments.843

MMedBench. MMedBench (Qiu et al., 2024) is844

a multilingual medical multiple-choice QA bench-845

mark across six primary languages: English, Chi-846

nese, Japanese, French, Russian, and Spanish. The847

entire test set of MMedBench comprises 8,518 QA848

pairs. For a unified evaluation, we remove the849

samples with multiple answers and use the filtered850

8,178 samples as the evaluation set.851

HaluEval. HaluEval (Li et al., 2023a) is a large852

collection of generated and human-annotated hal-853

lucinated samples for evaluating the performance854

of LLMs in recognizing hallucination. It includes855

5,000 general user queries with ChatGPT responses856

and 30,000 task-specific examples from three tasks,857

i.e., question answering, knowledge-grounded dia-858

logue, and text summarization. In the evaluation, it859

randomly samples a ground-truth or a hallucinated860

output for each data. If the text is a hallucinated an-861

swer, the LLM should recognize the hallucination862

and output “Yes”, which means the text contains863

hallucinations. If the text is a ground-truth answer,864

the LLM should output “No” indicating that there865

is no hallucination. The accuracy can evaluate the866

hallucination, where a larger value means less hal-867

lucination. In our study, we use task-specific exam-868

ples from HaluEval for hallucination evaluation.869

A.2 Training and Evaluation Details870

For model training, we fine-tune each LLM with871

a batch size of 16 and a peak learning rate of 1e-872

4, except 2e-4 for LLaMA3-3B. The warm-up ra-873

tio is 0.1 and the maximum tokenizer length is874

2,048. All models are trained with LoRA (Hu875

et al., 2021) method for 1 epoch. We conduct all876

experiments on 8 NVIDIA A100 (40GB) GPUs.877

For conflict detection in KaFT, we set the tem-878

perature to 0.7 and sample 10 responses for each 879

query. During evaluation, we set the tempera- 880

ture to 0 for reproducibility. Specifically, we use 881

the widely-used lm-evaluation-harness2 882

toolkit to measure the zero-shot accuracy of LLMs 883

on multiple-choice QA benchmarks. 884

A.3 Prompt Details 885

As mentioned in §2, we use the ICL-based method 886

to probe the LLMs’ internal domain-specific knowl- 887

edge for each query. Specifically, we randomly 888

select three samples from the training set as the 889

few-shot examples, and use them to guide the out- 890

put format of LLMs. Taking the medical QA as an 891

example, we present a case as follows: 892

Probing for LLMs’ internal knowledge

For the following medical question, select
one correct answer from A to D.
Question: A 3900-g (8.6-lb) male infant
is delivered at 39 weeks’ gestation via
spontaneous vaginal delivery. Pregnancy
and delivery were uncomplicated but a
prenatal ultrasound at 20 weeks showed a
defect in the pleuroperitoneal membrane.
Further evaluation of this patient is most
likely to show which of the following
findings?
Options:
A. Gastric fundus in the thorax
B. Pancreatic ring around the duodenum
C. Hypertrophy of the gastric pylorus
D. Large bowel in the inguinal canal
Answer: A

. . . (the other two examples)

For the following medical question, select
one correct answer from A to D.
Question: <question>
Options:
A. <option_a>
B. <option_b>
C. <option_c>
D. <option_d>
Answer: [output]

893

where <question> and <option> denote the 894

input question and answer options, [output] 895

denotes the corresponding model response. 896

2https://github.com/EleutherAI/lm-evaluation-harness
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Backbone Subset English Medical Benchmark Chinese Medical Benchmark Avg.
MedQA MedMCQA MMLU∗ CMB CMExam CMMLU∗

Mistral-7B

Random 55.85 50.32 66.67 36.24 36.10 35.30 46.75
right 53.10 47.72 66.55 37.48 36.69 36.18 46.29
might-right 57.11 50.42 67.69 36.85 35.92 36.45 47.41
might-wrong 56.56 50.25 64.71 35.09 34.43 34.29 45.89
wrong 27.89 32.27 22.58 18.47 19.95 24.95 24.35

Qwen1.5-7B

Random 50.82 50.35 62.06 75.05 76.62 70.27 64.19
right 50.04 49.63 60.78 74.95 77.02 70.95 63.89
might-right 51.37 50.35 62.87 75.61 77.37 70.32 64.65
might-wrong 45.48 45.04 46.32 68.41 70.70 65.08 56.84
wrong 15.63 29.69 14.72 22.79 20.13 20.87 20.64

LLaMA3-8B

Random 60.80 55.42 71.68 46.84 47.15 44.42 54.38
right 59.31 56.59 72.20 47.37 47.54 45.64 54.77
might-right 60.49 55.58 73.15 48.13 48.01 46.96 55.39
might-wrong 61.67 55.49 72.58 45.76 46.12 43.75 54.23
wrong 23.72 30.43 37.96 23.65 22.16 25.04 27.16

LLaMA3-3B

Random 53.10 49.03 62.32 38.26 38.40 37.93 46.51
right 51.30 50.08 62.07 40.39 40.29 37.73 46.98
might-right 54.20 48.29 61.09 37.09 38.14 37.48 46.05
might-wrong 50.75 46.14 61.11 30.26 30.92 32.95 42.02
wrong 19.25 25.32 19.80 21.02 20.63 24.58 21.77

Table 7: Full results of Figure 2 (b), i.e., comparison of different subsets. For reference, we also present the
results of SFT on the randomly selected samples. Note that all subsets hold the same number of training samples.

A.4 Full Results897

Here, we report the full results of experiments in898

our main paper. Specifically, Table 7 shows the899

detailed results of different subsets. Table 8 shows900

the detailed results of varied wrong data. Table 9901

and Table 10 show the ablation study of our pro-902

posed conflict detection method and KaFT method,903

respectively. Table 11 shows the detailed results of904

parameter analyses of α and β. Table 12 shows the905

detailed results on the MMedBench. Please refer906

to the tables for more details.907
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Backbone Ratio English Medical Benchmark Chinese Medical Benchmark Avg.
MedQA MedMCQA MMLU∗ CMB CMExam CMMLU∗

Mistral-7B

0% 52.95 49.20 63.76 38.91 39.78 37.27 46.98
25% 53.73 49.15 64.52 38.86 39.14 37.47 47.15
50% 54.91 49.94 62.04 37.81 38.70 36.32 46.62
75% 55.85 49.32 62.93 38.17 38.99 38.37 47.27
100% 54.99 50.08 62.94 38.00 39.17 38.13 47.22

LLaMA3-3B

0% 58.37 51.11 68.69 38.09 36.92 36.17 48.22
25% 58.29 51.23 69.25 37.54 37.17 39.25 48.79
50% 60.02 50.32 69.69 36.75 36.73 39.15 48.78
75% 61.19 51.66 68.54 35.87 35.51 37.29 48.34
100% 59.86 43.75 68.06 36.25 36.25 35.48 46.61

Table 8: Full results of Figure 2 (c), i.e., analysis of ratio of wrong data. Notably, we randomly select varied
samples from the wrong subset and merge them with the other three subsets. We set three different random seeds
for data sampling and report the average results in this table.

Backbone Method English Medical Benchmark Chinese Medical Benchmark Avg.
MedQA MedMCQA MMLU∗ CMB CMExam CMMLU∗

LLaMA3-8B

Random 60.80 55.42 71.68 46.84 47.15 44.42 54.38

Ours 23.72 30.43 37.96 23.65 22.16 25.04 27.16
-w/o diverse query 41.32 40.04 61.80 29.93 29.60 31.05 38.96
-w/o response sampling 29.38 26.63 45.03 27.46 27.27 25.16 30.15
-w/o both 55.22 52.88 69.61 38.10 39.14 39.07 49.00

Table 9: Full results of Table 3, i.e., ablation of our conflict detection method. LLaMA3-8B is used as the base
model. Notably, we use different conflict detection to select the wrong subset for training. The worse results mean
that the method can detect the conflict data more accurately, i.e., worse results refer to better performance.

Backbone Method English Medical Benchmark Chinese Medical Benchmark Avg.
MedQA MedMCQA MMLU∗ CMB CMExam CMMLU∗

Mistral-7B
KaFT (Ours) 59.54 49.87 68.47 38.11 37.35 40.73 49.01
-w. constant 59.86 43.75 68.06 36.25 36.25 35.48 46.61
-w. auto-adapt 59.07 51.09 68.53 37.72 36.92 39.56 48.82

Qwen1.5-7B
KaFT (Ours) 53.57 49.82 63.23 75.57 77.27 72.07 65.25
-w. constant 52.71 50.20 61.60 74.30 76.15 70.16 64.19
-w. auto-adapt 52.55 50.06 63.04 75.18 77.04 70.73 64.77

LLaMA3-8B
KaFT (Ours) 64.10 56.94 74.01 47.39 47.89 45.44 55.96
-w. constant 61.82 55.75 73.34 45.99 45.85 44.95 54.62
-w. auto-adapt 61.35 56.49 73.19 47.91 48.45 46.26 55.61

LLaMA3-3B
KaFT (Ours) 54.52 50.51 64.93 40.19 39.93 39.70 48.30
-w. constant 54.99 50.08 62.94 38.00 39.17 38.13 47.22
-w. auto-adapt 53.57 50.30 63.65 39.15 39.55 38.17 47.40

Table 10: Full results of Figure 3, i.e., performance comparison (%) between different reward strategies in
KaFT. The best average results are in bold.
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Backbone Method English Medical Benchmark Chinese Medical Benchmark Avg.
MedQA MedMCQA MMLU∗ CMB CMExam CMMLU∗

Mistral-7B

α=0.1, β=0.1 57.03 48.10 68.84 37.67 37.79 40.54 48.33
α=0.1, β=0.5 59.54 49.87 68.47 38.11 37.35 40.73 49.01
α=0.1, β=1.0 58.68 50.39 68.35 37.99 37.63 39.29 48.72

α=0.5, β=0.1 58.76 48.82 67.98 37.38 36.76 40.05 48.29
α=0.5, β=0.5 59.78 51.21 68.06 37.30 36.72 39.27 48.72
α=0.5, β=1.0 59.31 49.70 69.05 37.99 36.87 40.18 48.85

α=1.0, β=0.1 56.32 46.12 67.67 36.83 36.87 40.04 47.31
α=1.0, β=0.5 60.09 50.18 68.41 36.31 36.39 38.77 48.36
α=1.0, β=1.0 59.86 43.75 68.06 36.25 36.25 35.48 46.61

Qwen1.5-7B

α=0.1, β=0.1 53.57 50.13 62.45 75.57 77.27 71.55 65.09
α=0.1, β=0.5 53.57 49.82 63.23 75.57 77.27 72.07 65.25
α=0.1, β=1.0 52.47 50.18 62.53 75.25 76.89 71.46 64.80

α=0.5, β=0.1 52.95 49.65 61.96 75.14 76.99 71.94 64.77
α=0.5, β=0.5 53.97 50.04 61.24 75.09 76.69 71.30 64.72
α=0.5, β=1.0 53.42 50.27 60.82 74.59 76.19 70.90 64.37

α=1.0, β=0.1 52.87 50.59 62.35 75.17 76.48 70.45 64.65
α=1.0, β=0.5 51.53 50.08 61.73 74.86 76.13 70.49 64.14
α=1.0, β=1.0 52.71 50.20 61.60 74.30 76.15 70.16 64.19

Table 11: Full results of Figure 4, i.e., parameter analyses of α and β. The best average results are in bold.

Backbone Method MMedBench Avg.
Chinese English French Japanese Russian Spanish

Mistral-7B

Base 35.76 51.06 41.74 26.88 48.05 49.27 42.13
Vanilla SFT 41.07 58.99 48.29 30.00 60.94 58.02 49.55
No-conflict 41.77 56.56 49.84 36.25 62.50 56.20 50.52
Self-aligning 41.04 54.91 46.11 32.50 61.33 55.87 48.63
KaFT (Ours) 41.36 58.37 48.29 38.12 62.11 57.22 50.91

Qwen1.5-7B

Base 82.25 46.19 41.12 35.62 55.08 49.02 51.55
Vanilla SFT 79.16 46.82 45.48 36.25 61.72 49.12 53.09
No-conflict 83.07 50.90 48.60 44.38 57.81 52.88 56.27
Self-aligning 82.11 47.29 46.11 38.75 58.59 51.50 54.06
KaFT (Ours) 82.81 51.61 47.66 40.62 63.67 52.63 56.50

LLaMA3-8B

Base 56.98 58.68 53.58 40.00 55.86 59.48 54.10
Vanilla SFT 58.20 61.74 57.01 42.38 63.67 61.93 57.49
No-conflict 59.40 60.72 58.57 46.25 62.50 61.42 58.14
Self-aligning 59.78 60.49 57.63 45.62 62.50 62.31 58.09
KaFT (Ours) 60.19 63.24 58.88 46.25 63.67 62.00 59.04

LLaMA3-3B

Base 46.15 49.65 40.81 28.12 50.78 49.31 44.14
Vanilla SFT 47.14 53.10 40.81 33.75 51.95 51.79 46.42
No-conflict 48.63 53.57 42.06 35.00 51.17 51.17 46.93
Self-aligning 47.72 52.40 39.56 33.12 51.17 50.95 45.82
KaFT (Ours) 48.22 53.42 46.11 33.12 51.95 52.81 47.61

Table 12: Full results of Figure 5, i.e., performance of MMedBench (Qiu et al., 2024). In addition to LLaMA3-8B
models, we also report the results of other LLMs. The best average results are in bold.
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