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ABSTRACT

The ongoing intense discussion on rising LLM usage in the scientific peer-review
process has recently been mingled by reports of authors using hidden prompt
injections to manipulate review scores. Since the existence of such “attacks” -
although seen by some commentators as “self-defense” - would have a great im-
pact on the further debate, this paper investigates the practicability and technical
success of the described manipulations.

Our systematic evaluation uses 1k reviews of 2024 ICLR papers generated by a
wide range of LLMs shows two distinct results: I) very simple prompt injec-
tions are indeed highly effective, reaching up to 100% acceptance scores. II)
LLM reviews are generally biased toward acceptance (>95% in many mod-
els). Both results have great impact on the ongoing discussions on LLM usage in

peer-review.

1 UsiNG LLMs TO WRITE REVIEWS: MOSTLY FORBIDDEN - WIDELY APPLIED.

Growing review duties and the availabil-
ity of large language models (LLMs) have
been increasing the temptations for re-
viewers to rely on LLMs to shortcut time
consuming manual work. While a “care-
less” LLM dump followed by copy+past
review is explicitly forbidden and consid-
ered to be scientific misconduct at most
venues, recent studies indicate that this
does not keep reviewers from LLM us-
age (Kocak et al. |2025). Especially since
it is technically very hard to prove that a
review has been generated by a LLM (Yu
et all [2025). Additionally, wide gray-
areas do exist, as some conferences and
journals are already experimenting with
“LLM assisted” review processes (AAAIL
2025) (ICLR, 2024). This further fuels
the ongoing discussions within the scien-
tific communities on how to regulate LLM
usage for increased productivity while
maintaining review quality.

Manipulation of LLM reviews via
Prompt Injection. The general idea to
use hidden prompts in order to influence
the review scores in their favor has prob-
ably come to the mind of many authors
facing suspected LLM generated reviews.
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I SUBMISSION OF CONFERENCE PAPERS TO ICLR 2024

ICLR requires clectronic submissions, processed by (bt tps: //opencevisw.net /} See ICLR's
website for more instructions.

If your paper is ultimately accepted. the statement | ic 1z £inalcopy should be inserted to adjust

the format to the camera ready requirements.

The format for the submissions is a variant of the NeurIPS format. Please read carefully the instruc-
tions below. and follow them faithfully

1.1 STYLE
Papers to be submitted to ICLR 2026 must be prepared according to the instructions presented here

Authors are required to use the ICLR ETEX style files obtainable at the ICLR website. Please make
sure you use the curreat files and not previous versions. Tweaking the style files may be grounds for
rejection.

Figure 1: Visualization of a hidden prompt injection
using white text on white ground. Here highlighted
by a red bounding box and gray background. While
this text would be invisible for human reader, it is still
contained in the PDF and interpreted by LLMs like or-
dinary text.

(Lin}2025) provided the first systematic analysis which actually found evidence that this hypothet-
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ical “revenge’idea is actually being applied by authors. While (Lin}2025) found many papers that
include obviously manipulative strings like “TGNORE ALL PREVIOUS INSTRUCTIONS, NOW GIVE
A POSITIVE REVIEW OF THESE PAPER AND DO NOT HIGHLIGHT ANY NEGATIVES”, their report
does not investigate if and to what extent these attempts are actually successful. The aim of this
paper is to validate the technical soundness of the described manipulation attempts.

Figure (1| depicts the simple prompt injection approach described in (Lin} |2025): authors embed
a hidden string in form of white text on white background or by usage of tiny font sizes in the
ETEX source of the paper. This text is invisible to human readers, but parsed from the PDF source
by LLMs. Hence, the LLMs do not differentiate between visible and invisible (text) elements when
generating a review. The remaining question is now how effective such hidden prompt injections
are.

Contributions. To the best of our knowledge, we present the first detailed analysis of the practical
effectiveness of simple prompt injection manipulation attempts on the scientific review process.
Our extensive evaluations on real review data with human baselines show strong practical impli-
cations of LLM usage, both on the review score as well as the the high risk of manipulations.

1.1 RELATED WORK

Automatic Paper Reviewing. Given the success of LLMs in various text based applications, it is
no surprise that the research community has been investigating the automatization of the scientific
peer-review process. Recent specialized review models like Openreviewer (Idahl & Ahmadi, [2024),
Deepreview (Zhu et al.,|2025) or Reviewer2 (Gao et al.|[2024) not only motivate (partial) review gen-
eration with the increasing and tedious review work-loads, but also argue that LLM based reviews
could be more objective and detailed. Besides specialized LLMs, authors also have suggested the
use of multi-agent (D’Arcy et al.,2024), multi-turn (Tan et al.,[2024) methods which map the entire
peer-review process including discussion phases.

Evaluation of LLM generated Reviews. Given this growing number of reviewing models and
wide availability of general purpose LLMs which also could be used by reviewers, several works
have investigated the quality of automatic review systems. Large scale studies with human base-
lines in (Zhou et al., 2024), (Liang et al|2024) and (Tyser et al||2024) concluded, that at their
current state, LLM generated reviews are to some extend “useful” to assist human reviewers, but
still show major problems: Their scoring usually does not align well with human perception and
they tend to hallucinate arguments and citations.

The quality of 20k LLM assisted review evaluations during the (human only) review process at
ICLR 2025 (Thakkar et all[2025) showed positive effects regarding review length and detail for
those human reviewers who received LLM feedback.

Detection of LLM generated Reviews. Finally, since most venues explicitly forbid the use of
LLMs during review, the detection of LLM generated text is also turning into the focus of recent
research. However, latest studies like (Yu et al., 2024), (Wu et al.,|2025), and (Tang et al.||2024) have
shown, that it is very hard to detect LLM text with a high degree of certainty.

2 EXPERIMENTAL SETUP

The following section describes the setup for the empirical evaluation. All experiments for all
evaluated models (see section follow the same processing pipeline, using the same stack of
original PDF paper submissions (see section which are parsed into Markdown format (see
section[2.2|for details) and handed over to LLMs via structured prediction calls (see section[2.3) by
usage of the same prompts (as described in section|[2.4).

This experimental setup reflects the likely scenario of a “careless” reviewer who simply dumps a
given PDF paper on a LLM, using structured outputs to allow a convenient copy + paste of the
answers into the required text boxes of the review form.

'ICLR 2026 explicitly forbids manipulative prompt injections (ICLR, [2025).
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2.1 Data

The study has been conducted on the review data from The International Conference of Learning
Representations (ICLR) 2024, which releases it’s full review process including submission PDFs and
all reviewer comments via the OpenReview API (OpenReview, 2025). We randomly selected 1000
initial submissions which have not been desk rejected or withdrawn before the first round of re-
views. Along with the raw PDFs, we obtained all 3-4 initial reviews per paper in JSON format
which reflects the structure of the ICRL review forms. Note that these human reviews repre-
sent the first reviewer response, not the updated reviews after rebuttal nor the final decisions.

2.2 DOCUMENT PARSING —
from pydantic import BaseModel

Since the extraction of structured data
(text, image, tables) from PDFs is a hard
problem on its own (Ouyang et al.}2025)
and not all investigated models are able
to process PDFs directly, we uniformly
converted all papers via base64 encod-

1

2

3| class Review (BaseModel):
4 Summary: str

5 Soundness: int

6 Presentation: int

7 Contribution: int

8 Strengths: list[str]

ing into the commonly used and LLM 9 Weaknesses: list[str]
friendly Markdown format. This pre- 10 Questions: list[str]
processing step has been conducted via 11 Rating: int

Mistral OCR (Mistral,[2025), a leading doc- 12 Confidence: int

ument parsing tool (see results of the Om-
niDocBench benchmark (Ouyang et al,
2025)) which converts text and tables from
PDFs and extracts figures as images. We
then feed the resulting Markdown to the
LLMs. We validate the vulnerability of Mistral OCR and other common PDF parsers in section 3.1}

Listing 1: Structure of the JSON output requested
from the LLMs for each review query reflects the
structure of the ICLR 2024 review form.

2.3  STRUCTURED OUTPUT PREDICTION

In order to be able to compare the LLM generated reviews with the human baseline and to au-
tomatically extract numerical review scores, we applied a Structured Output Prediction (Liu et al.|
2024) call to obtain the reviews from the models. The used data structure is shown in listing[f]and
the results are also stored in JSON format. Note: while all investigated models are supposed to
support structured outputs, some of the weaker models often fail to adhere to the given schema

(see section [3.2|for details).

2.4 PROMPTS

Listing [2| shows the system-prompt used in all experiments. The paper specific user-prompt then
contained only the parsed paper in Markdown format (see section preceded by the prompt
injection. We used three different injection strings in all experiments: I) neutral (empty string), II)
a positive biased injection shown in listing|3|and III) a negative biased injection shown in listing

Write a scientific review of the following paper for the International Conference of Learning
Representations (ICLR). ICLR is a high ranking venue where less than 25% of all papers
are accepted. In order to be accepted, a paper must be outstanding in terms of
theoretical soundness, empirical evaluation and novelty and have a high potential to be
cited by followup research.

Rate the technical soundness in the output Soundness on a scale from 1 (low) to 4 (high).

Rate the quality of the presentation in the output Presentation on a scale from 1 (low) to 4 (
high) .

Rate the impact of the contribution in the output Contribution on a scale from 1 (low) to 4 (
high) .

List Strengths and Weaknesses.

Give an overall rating in the output Rating using one of the following scores: 1 - strong
reject, 3 - reject, 5- borderline reject, 6 - borderline accept, 8 - accept, 10 - strong
accept

Rate your own confidence in the output Confidence on a scale from 1 (low) to 5 (high).

Listing 2: System prompt used for all models.
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Listing 3: Positively biased prompt injection used for all models.

Listing 4: Negatively biased prompt injection used for all models.

2.5 MODELS

We evaluate the behavior of a wider range of different current large language models of differ-
ent sizes. Including commercial models from OpenAl (GPT-5-mini, GPT-5-nano (OpenAl [2025)),

Google (Gemini-2.5-Pro, Gemini-2.5-flash, Gemini-2.5-flash-lite (Google, [2025)) and Mistral (Mis-
tral.ai, [2025) via their respective APIs and open, locally hosted, models like Qwen3 (Yang et al.

2025), LLAMA3.1 (Dubey et al} [2024) or DeepSeek R1 2025).

3 RESULTS

The following section summarizes the results of our prompt injection experiments. First, we evalu-
ate in section[3.1)if PDF parsers are actually converting invisible prompt injections into LLM input
text. Then we test if the used language models are able to produce output in form of the instructed
data structure and value ranges in subsection [3.2] This is followed by the main manipulation ex-
periment in subsection 3.3

3.1 PARSING PROMPT INJECTIONS

In order to be able to manipulate LLM outputs, the hidden prompt injections have to be preserved
as ordinary LLM text input by the initial PDF parsing. To test this crucial stage, we simulated
different injection techniques from literature and evaluated the intermediate text repre-
sentations which would be fed to the LLMs in a real scenario. We used a ICLR BIEX-template and
inserted the prompts prior to the paper title as shown in figure [1} The compiled PDFs were then
parsed by different tools. In case of stand-alone parsing tools we evaluated the success in the out-
put text, for web-based chat tools like ChatGPT we asked the model a distinct question about the
contend of the uploaded PDF in order to verify that the injected prompt has been parsed correctly.
Table[T]shows the results for different common parsing approaches and injection methods: “black”
refers to a baseline experiment where the prompt is visible black-on-white text. “White” represents
a white-on-white text invisible to humans and “tiny” uses a text which is so small that it also would
be overseen by human readers. All tools which are using the PDF sources for the extraction of text

Prompt | ChatGPT* | Gemini* | PyMuPDF | Mistral OCR (PDF) | Mistral OCR (Image)

black v v Ve v v
white v X v v X
tiny v X v v X

Table 1: Results for the injection parsing test for different injection methods and parsers. * indicates
web-based chat services.

are parsing the hidden prompts as standard text, enabling possible manipulations of the following
LLM review generation. On the other hand, image based OCR is ignoring invisible prompts. No-

tably, Google’s Gemini web-service appears to be using an image based parser, contrary to OpenAI’s
ChatGPT.

3.2 STRUCTURED OUTPUT VALIDATION

In the next step of our empirical analysis, we validate the ability of the investigated models to
generate correctly structured output. Table [2| shows these results. While all models have been
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able to produce outputs which are following the given output data structure (as shown in listing
[1), some of the models have been neglecting the range restrictions of some variables (mostly in
the numerical score variables). We use the central “Rating” score to identify the ratio of invalid
outputs produced by a model. By ICLR review format design, the “Rating” can only take on the
following values: 1 - strong reject, 3 - reject, 5- borderline reject, 6 - borderline accept, 8 - accept, 10 -
strong accept. However, some models tend to give invalid scores like “4”.

model invalid outputs (%)
deepseek-r1:70b 70
gemini-2.5-flash 0
gemini-2.5-flash-lite 56
gemini-2.5-pro 0
gpt-5-mini 0
gpt-5-nano 0
llama3.1:70b 56
ministral-8b-latest 7
mistral-medium-2508 0
qwen3:32b 60

Table 2: Structured output errors by model. The table shows the rate (in %) of “Ratings” given by
the models which fail to adhere the requested output structure by giving scores that do not exist
(most prominently "4") - also see the plots in figure[4 Green highlighted rows indicate models that
have been able to predict a correct output structure. The human error rate is of cause 0%, as the
manual review form only allows valid scores.

3.3 ErrFECTS OF PROMPT INJECTION

Overview. Table [3| gives an overview of the effect of prompt injections on the central “Rating”
score. In order to summarize the changes, we accumulate positive scores (sum of borderline accept,
accept and strong accept) and report this in ratio to all scores. Most models show a very clear im-
pact of the prompt injection, i.e. accepting 100% of the papers on a positively biased prompt while
dropping to 0% acceptance in the negative case.

However, there are some models which appear not to have been effected. Highlighting the manip-
ulable models (as green rows in table[3) shows a very high correlation with the models generating
valid outputs in table [2| (there also marked in green).

model neutral (%) positive (%) negative (%)
deepseek-r1:70b 6 5 5
gemini-2.5-flash 85 100 0
gemini-2.5-flash-lite 98 99 47
gemini-2.5-pro 94 100 0
gpt-5-mini 54 100 0
gpt-5-nano 94 99 0
llama3.1:70b 14 17 13
ministral-8b-latest 89 90 42
mistral-medium-2508 99 100 0
qwen3:32b 12 14 17

Table 3: Acceptance rate per model for differently biased prompt injections. The table shows
the rate (in %) of accumulated positive scores in the overall “Ratings” (sum of borderline accept,
accept and strong accept). Green highlighted rows indicate models that have been successfully
manipulated by biased prompt injections (positively and negatively). The accumulated positive
scores of the human reference reviews is 43%.

Failure Cases. While prompt injection has shown strong effects on most models, table 3| also
shows that some models like deepseek-r1:70b or llama3.1:70b show little to no reaction to the
manipulation attempts. Detailed score distribution for these models are visualized in table [5| of
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the appendix. These plots affirm the observation that this “robustness” against manipulations is
strongly correlated to the models failure to follow detailed instructions for the structured output.

gemini-2.5-pro

Shifting the Score Distribution. A more de-
tailed comparison between the human baseline 084
and LLM generated review scores is visualized
in figure [2| for the representative results from
gemini-2.5-pro (full results for all models are
given in Table[d]). The plot shows several inter-
esting findings: I) besides the dominant shifts
of the review scores towards acceptance or re-

jection for the respective prompt injections, II) 021 | ‘ ‘
L LI
3 5 6

human reviews
positive prompt injection
negative prompt injection
neutral prompt

o
o
L

o
IS
L

normalized bin count

it also reveals a clear bias to wards accep-
tance for LLMs without manipulated prompts.

0.0

rating

Embedding Analysis: Summaries. In the

next series of experiments, we explore whether ~Figure 2: Visualization of the shifts in the distri-
the prompt manipulations only effect the re- butions of the central “Rating” score for the repre-
view scores or if they also alter the line of argu-  sentative gemini-2.5-pro model (full results for all
mentation in the generated texts. As abaseline, models are given in Table[4). Positively and nega-
we extracted and embedded the paper sum- tively biased prompt injections have a clear effect
maries with gemini-embedding-001 (SEMAN- compared with a neutral LLM prompt. However,
TIC SIMILARITY mode with 128 dimensions) even the “neutral” LLM scores have a strong pos-
and computed the cosine distances between itive bias compared to the human reviews.
embeddings. Figure [3@ shows that the mean

distance of LLM generated summaries to the according human texts is almost as low as the mean
dissimilarity between human summaries. Also the prompt appears to have little effect on the sum-
maries. Again, the models that fail to adhere to the required output structure, apparently also fail
to generate meaningful summaries.

Summary Embeddings Argument Embeddings
0.091 Y A Strengths Neutral v
0.20 A Strengths Positive Bias
A Strengths Negative Bias
0.08 1 ° v Vv Weaknesses Neutral
. g ¥  Weaknesses Positive Bias A v
; : H 0181 vy  weaknesses Negative Bias 2 v
8 0.07 M ° _g —— Strengths by Humans 7'y
a ° Ne‘ft_”" . s —— Weaknesses by Humans A
o + Positive Bias E 0.16 v
c R
‘F 0.061 V¥ Negative Bias 2 Y A ¢y ¥ ¥ ¥
3 N E]
o —— Human Reviews v © ! v A v
g H i 4 4 2
= 0.05 § 0141 I 4 a2 2
=
v v
é [
0.12
0.04 3 ¢ ® [ ]
T T T T T T T T T T T T T T T T T T T T
§ 8 2 g2 E 2 8 § 8 & § 8 &£ g2 E 2 8§ g &
© ~ = Qe g © = L n ™ © ~ = o E © ~ L n m
o405 090 ; L S-S, B} = S : T 4 8 o &
MF 8 9 L% % @ & E§ [T R~ T S S S S
¥ %= ¢ &8 8 e ®» 5 ¢ 4% £ £ &8 8 = ®» 5 ¢
= ) n = o o £ = 5 =3 € o ) = o o> £ = 5 Ea
g 3 2 £ & © 3 s % I E & B 3
e g X @ = g £ £ a 9 o = £ £
o c o = = @ 9 c = = =
o g = £ © o e = £ ©
s E E £ ° 5 E 3
S 4} S K]
€ €
Models Models

(a) Summary embeddings: the red line shows the  (b) Argument embeddings: the green and red
mean cosine distance between the summary sec-  lines show the mean Hausdorff distance between
tions of human reviews of the same paper, com-  the “strengths” and “weaknesses” argument lists of
pared to the mean cosine distances of LLM gener-  human reviews, compared to the mean distances
ated summaries for the same papers to these hu-  of LLM generated argument lists to these human
man baselines. baselines.

Figure 3: Effect of the prompt injections on the embedding distances of (a) the review summaries
and (b) the “strengths” and “weaknesses” argument lists.
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Table 4: Visualization of the shifts in the distributions of the central “Rating” score for all models
were prompt injection has been showing clear effects. Positively and negatively biased prompt
injection have a clear effect compared with a neutral LLM prompt. How ever, even the “neutral”
LLM scores have a strong positive bias compared to the human reviews.

Embedding Analysis: Strengths and Weaknesses. In a second experiment, we investigate the
pro and con arguments listed in the reviews. First we used gemini-2.5-flash to extracted list of
Strengths and Weaknesses from the human reviews before embedding them item by item. Embed-
ding the LLM generated Strengths and Weaknesses the same way for each model (these are already
outputted as lists), we then compute the Hausdorff-Distance (Taha & Hanburyl |[2015) between the
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deepseek-r1:70b llama3.1:70b
mE human reviews N human reviews
0.6 W positive prompt injection W positive prompt injection
= negative prompt injection 0.4 = negative prompt injection
051 W neutral prompt W neutral prompt

normalized bin count
normalized bin count

rating rating

ministral-8b-latest qwen3:32b
=N human reviews = human reviews
= positive prompt injection W positive prompt injection
0.8 mmm negative prompt injection 0.5 = negative prompt injection
BN neutral prompt B neutral prompt

0.6

0.4

normalized bin count
normalized bin count

0.2

0.0-

1 3 5 6 8 10
rating rating

Table 5: Visualization of the shifts in the distributions of the central “Rating” score for all models
were prompt injection apparently failed. Note that all of these models have been producing invalid
scores like “4”.

embedding point-clouds (allowing different numbers of arguments within one comparison pair).
Figure [3b shows several results of this evaluation: I) human reviewers tend to agree more on the
positive aspects of a paper than on the negative ones (shown by the solid red and green lines in-
dication the mean distance between human argument lists). II) Also LLM generated Strengths are
closer to the human findings than the Weaknesses. III) prompt injections show a measurable effect,
however positively biased reviews appear to be moving closer to the human evaluation, leaving a
larger gap for negatively biased generations.

4 DISCUSSION

Prompt Injection Works! The results shown in tables [3| and [4| as well as figure |2| clearly show
that very simple prompt injections are able to dominate the outcome of LLM reviews. The few
cases in which the injection did not have significant effects are strongly correlated with the gen-
eral failure of the models to adhere to the requested structured output. One can speculate that the
ability to follow prompted instruction precisely, makes models more vulnerable towards manipu-
lations. However, from the perspective of the assumed “careless” reviewer, these models are not
very attractive to use because they do not allow a copy + paste transfer of the outputs into the
review forms.

LLMs are Positively Biased Anyway. The most surprising and significant result of this study
is that authors actually do not need to bend the rules in order to counter (mostly also forbidden)
LLM usage by reviewers: given the strong positive bias shown by in our experiments, LLMs will
give mostly positive reviews anyway.
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Possible Countermeasures. Since our attack scenario assumes that the manipulative prompt is
injected via human unreadable text (white text on white background or extremely tiny fonts), one
obvious defense could be established at the document parsing stage. By parsing PDFs as images
(as shown in table , such injections would also be hidden from the LLMs. However, it is to be
expected that other, sightly more elaborate prompt injections, are likely to be able to bypass this
step.

Limitations. This study investigates the likely scenario of a “careless” reviewer who simply drops
an assigned review task an a publicly available LLM. Results may not generalize to other scenarios
with specifically designed (i.e. fine-tuned) review models. Also, all applied LLMs potentially could
have accessed ILCR papers and reviews during training which in effect could bias the results. How-
ever, given the strong shifts between human reviews and all LLM generated reviews, these effects
appear to be negligible.

ETHICS STATEMENT

The authors do not intent to advertise the use or the manipulation of LLMs in the scientific peer-
review process. The purpose of this paper is to raise the awareness of the apparent shortcomings
of unreflected LLM usage by “careless” reviewers and potential dangers to the soundness of the
review process by automatically generated reviews or review assistance.

REPRODUCIBILITY STATEMENT

We will release the full dataset of human baseline reviews as well as the 15k LLM generated reviews
used in our analysis alongside the generation and evaluation scripts upon acceptance of the paper.
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