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Abstract001

We introduce the first set of Universal Depen-002
dencies (UD) annotations for Spanish learner003
writing from the UC Davis COWSL2H corpus.004
Our annotations include lemmatization, POS005
tagging, and syntactic dependencies. We adapt006
the existing UD framework for Spanish L1 to007
account for learner-specific features such as008
code-switching and non-canonical syntax. A009
suite of parsing evaluation experiments shows010
that parsers trained on learner data together011
with moderate sizes of Spanish L1 data can012
yield reasonable performance. Our annotations013
and parsers will be openly accessible to mo-014
tivate future development of learner-oriented015
language technologies.016

1 Introduction017

Morphosyntactic information for learner data has018

the potential to benefit a variety of research top-019

ics, ranging from characterizing morphological pro-020

duction, modeling the syntactic developmental tra-021

jectory of language learners, to advancing natural022

language processing (NLP) tools tailored specifi-023

cally for learners and their education (Meurers and024

Dickinson, 2017). Datasets consisting of learner025

production manually annotated with morphosyn-026

tactic features, however, are relatively scarce (Kyle,027

2021; Sung and Shin, 2024).028

The current paper contributes to this research029

gap by developing a dependency treebank for Span-030

ish second-language (L2) and heritage speakers.031

We choose Spanish given its status as an extremely032

important L2 for students with varied educational033

backgrounds (U.S. Census Bureau, 2013). Our034

annotations follow the framework of Universal De-035

pendencies (UD) (Zeman et al., 2024), a substan-036

tially community-led project addressing the need037

for consistent and cross-linguistic annotation. Al-038

though numerous grammatical frameworks exist,039

we employ UD because of the continuous collab-040

orative efforts devoted to its expansion, which en-041

sures the sustainability of its annotation guidelines 042

and developed resources. Additionally, there exists 043

UD treebanks for Spanish first-language (L1) data 044

(e.g. Ancora (Taulé et al., 2008)) along with tree- 045

banks for a few other L2s such as English (Kyle, 046

2021) and Korean (Sung and Shin, 2024). These 047

resources help guide our own annotations. 048

Description Count
Total number of annotated essays 23
Total number of tokens 6,604
Total number of sentences 383
Total number of topics 8
Total number of levels 20

Table 1: Descriptive statistics for our treebank.

To that end, we use the publicly accessible UC 049

Davis Spanish learner corpus, COWSL2H1, which 050

has writing samples collected from college students 051

enrolled in Spanish courses of varying proficiency 052

levels. Our treebank consists of 23 essays across 8 053

topics and 20 distinct course levels randomly sam- 054

pled from COWSL2H, totaling 383 sentences and 055

6,604 tokens (Table 1). We adapt the UD frame- 056

work for Spanish L1 with morphosyntactic features 057

such as code-switching and production errors com- 058

monly found in learner production. In particular, 059

we provide manual annotations and develop models 060

at three linguistic levels: lemmas, part-of-speech 061

(POS) tags and syntactic dependencies. 062

2 Related Work 063

Standard NLP tools often yield worse perfor- 064

mance on learner corpora, particularly when mod- 065

els trained on native-speaker data are applied to 066

non-native input or other out-of-domain texts with 067

differing linguistic characteristics (McClosky et al., 068

2006). This performance gap has motivated re- 069

searchers and the community to build non-native 070

corpora to support more generalizable models. 071

1https://github.com/ucdaviscl/cowsl2h
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With dependency treebank specifically, one of072

the first scalable efforts to annotate bilingual073

learner (written) data was for English by Berzak074

et al. (2016a), who developed the Treebank of075

Learner English (TLE) (Berzak et al., 2016b) fol-076

lowing UD. This treebank includes parallel anno-077

tations of both the original learner sentences and078

corrected versions which provides for a compar-079

ative framework. Follow-up study by Kyle et al.080

(2022) expanded dependency annotations to spo-081

ken discourse by L2 English speakers learner.082

Subsequent work expanded to other L2s. The083

Korean L2 treebank by Sung and Shin (2024) in-084

cludes over 7,500 annotated sentences from learner085

essays. Their work involved adapting UD guide-086

lines to Korean’s agglutinative structure and possi-087

ble morphological errors. Li and Lee (2020) devel-088

oped a parallel UD treebank for L2 Chinese, con-089

sisting of 600 learner sentences and 697 corrected090

targets from intermediate-level narrative writing.091

Each sentence pair was manually annotated with092

POS, heads, and dependency relations, enabling093

contrastive syntactic analysis of L2 productions.094

Lastly, Di Nuovo et al. (2019) introduced an UD-095

guideded Italian learner treebank with automated096

parsing and manual post-editing.097

Although there are a number of Spanish L2098

datasets (e.g., CAES (Miaschi et al., 2020),099

CEDEL2 (Lozano, 2021)), none (including100

COWSL2H) provides UD-style morphosyntactic101

annotations. Aside from COWSL2H, other afore-102

mentioned datasets do not include heritage speaker103

data. We hope that contingent on gradual expansion104

of data availability and our annotation framework,105

future work will be able to computational assess106

the structural differences in the production between107

L2 and heritage speakers (Montrul, 2010).108

3 Annotation guidelines and process109

While annotations for lemmas and POS tags were110

relatively more straightforward, challenges arose111

when annotating syntactic dependencies. Our an-112

notation guidelines mainly followed the UD frame-113

work (Nivre et al., 2020), especially the annotation114

schemes of Ancora (Taulé et al., 2008). For in-115

stance, we adopted AnCora’s guidelines regarding116

the removal of the iobj dependency relation with re-117

gards to prepositional indirect objects. Albeit with118

these references, we had to use our best judgment119

when encountering learner constructions that were120

not clearly addressed in existing guidelines. For121

sentences that were long and continuous that lacked 122

punctuation and conjunctions, we used parataxis 123

to connect the heads of the subclauses. We also 124

adopted obl:tmod (Zeldes and Schneider, 2023) to 125

distinguish temporal modifiers from their parent 126

obl. Additionally, we purposefully tried to avoid 127

assigning dep (unspecified dependency), despite 128

that phrases containing errors can obscure syntac- 129

tic or semantic interpretation of the sentence; and 130

instead, we manually reassigned a more specific 131

label based on syntactic context. 132

Since spelling errors are common in learner writ- 133

ing, we kept the original misspellings in the FORM 134

column (Table 2) to reflect what the student actu- 135

ally wrote. When the intended word was clear, we 136

corrected it in the LEMMA column to keep things 137

consistent for downstream tools like lemmatizers 138

and parsers. For instance, in the sentence "El pa- 139

sisaje es fenomenal (The scenery is phenomenal)", 140

we kept pasisaje as the FORM but used paisaje as the 141

LEMMA. This way, we balance staying true to learner 142

output with keeping the data clean and usable. 143

ID FORM LEMMA UPOS DEPREL
1 El el DET det
2 pasisaje paisaje NOUN nsubj
3 es ser AUX cop
4 fenomenal fenomenal ADJ root
5 . . PUNCT punct

Table 2: Example of a learner spelling error preserved
in the FORM column but corrected in the LEMMA column.

Most likely due to Spanish being the heritage or 144

second language of the university students, there 145

were code-switched sentences with certain words 146

or phrases being in English. We followed the guide- 147

lines of the UD English Web Treebank (EWT) for 148

those specific tokens (Silveira et al., 2014). 149

The specific guidelines were developed in a con- 150

tinuous manner mostly by Annotator A, an under- 151

graduate double majoring in Linguistics and Psy- 152

chology who is a heritage speaker of Spanish. Id- 153

iosyncratic cases in early annotation stages were 154

discussed among all authors to refine the guide- 155

lines. Annotator A continued to annotate the full 156

treebank. 48 sentences (805 tokens) were cross- 157

annotated by Annotator A and Annotator B, who 158

is a doctoral candidate in computational linguistics. 159

Disagreements were resolved through discussion. 160

Table 3 shows the inter-annotator agreement; only 161

one lemma disagreement was recorded2. 162

2For "A el crecer, me sentí tan mal por mi misma y seria
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Annotation Agreement Score
POS tag 0.98
Syntactic head 0.93
Syntactic deprel 0.91
Syntactic head+deprel 0.88

Table 3: Annotator agreement scores for POS tagging
and syntactic annotations.

4 Parsing Experiments163

We randomly split our treebank into training and164

test set at a 4:1 ratio. We then developed three dif-165

ferent parser models using different training data166

representation: (1) learner_only, trained exclu-167

sively on our small set of hand-annotated learner168

data (5k tokens)3; (2) ancora_only: trained on the169

entire AnCora training set. (3) ancora+learner,170

trained on the combination of the learner data and171

the full AnCora training set (453k tokens).172

Each model jointly performed lemmatization,173

POS tagging, and dependency parsing. Each174

model was built using the default parameters of175

the MaChAmp toolkit (van der Goot et al., 2021),176

which fine-tunes contextual subword embeddings177

from a pretrained model (we used multilingual178

BERT (Devlin et al., 2019) on multiple tasks si-179

multaneously). All tasks shared encoder param-180

eters, but each had its own unique decoder: a181

transformation-rule classifier (Straka, 2018) for182

lemmatization, a softmax layer on the contextual183

embeddings for POS tagging, and a deep biaffine184

parser for dependency parsing (Gardner et al.,185

2018). We used accuracy as the evaluation metric186

for lemmatization and POS tagging, and both la-187

beled and unlabeled attachment score (UAS/LAS)188

for dependency parsing.189

5 Results and Discussion190

As shown in Table 4, learner_only model191

achieved reasonable performance across the three192

tasks, and only lagged mildly behind ancora_only193

in some cases. This is particularly encouraging194

given that the training data for learner_only is195

almost 90 times smaller.196

While POS accuracy is comparable between197

tan insegura también.", Annotator B initially labeled seria as
the verb ser (conditional), while Annotator A took it as the
adjective serio (“serious”). We ultimately interpreted it as a
misspelling of era, aligning better with the sentence’s tense
and meaning, and selected ser as the final lemma.

3To avoid unnecessary unseen tokens, we replaced the
named entity placeholders (e.g., “*FIRST_NAME*”) with stan-
dardized names.

Metric learner_only ancora_only ancora+learner

LAS 0.792 0.816 0.824
UAS 0.854 0.890 0.890
Lemma Acc. 0.938 0.971 0.983
UPOS Acc. 0.976 0.972 0.973

Table 4: Parser performance across training schemes.

learner_only and ancora_only, lemma accu- 198

racy was notably weaker for learner_only (0.938 199

vs. 0.971). Manual inspection of parser predictions 200

revealed the performance discrepancies largely re- 201

sulted from learner_only mishandling lemmas 202

for irregular verbs, which occur much less fre- 203

quently in the learner training data due to size 204

limitation. For example, the parser failed to learn 205

root alternations, such as with hizo (past tense of 206

“did”) in Figure 1, where the correct lemma is hacer 207

("do"), but the learner_only model incorrectly 208

predicted hier. This pattern somewhat mimics hu- 209

man learner behavior, overgeneralizing inflectional 210

rules without lexical anchoring, a characteristic of 211

early interlanguage development (Andringa and 212

Rebuschat, 2015). 213

Aside from excessive productive suffixing (e.g., 214

-ar inflections on verb classes), the learner_only 215

model produced non-standard lemmas that are 216

not attested in Spanish (e.g., pudieer and sintiar). 217

These errors show that the model failed to restrict 218

inference to grammatically well-formed lexical 219

stems, a common issue in low-resource lemma- 220

tization (Kanerva et al., 2018; Mielke et al., 2021). 221

However, this model also overapplies morphologi- 222

cal rules in ways even human learners tend to avoid. 223

For example, sintió (for sentir; "to feel") was lem- 224

matized into sintiar, an imaginary form ending in 225

-iar. The present participle verb comiendo, was 226

mislemmatized as comier (should be comer which 227

means "to eat"), likely due to confusion with the 228

subjunctive form comiera or stem truncation, when 229

the output is an incomplete root, omitting part of 230

the predicted verb stem. These errors reflect the 231

difficulty in predicting irregular morphology and 232

tense variation. 233

For dependency parsing, ancora_only achieves 234

moderately better performance compared to 235

learner_only. The learner_only parser strug- 236

gled more with dependency relations involving 237

structural ambiguity or deeply embedded clauses, 238

which are common in L2 writing. These sentences 239

often lack clear punctuation or use repetitive struc- 240

tures, making it harder to identify clause bound- 241

aries and syntactic roles. Dependency relations like 242
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El fuego se hizo más grande y sintió que el fuego le estaba comiendo

el fuego él hier más grande y sintiar que el fuego él estar comier

ROOT

det
nsubj

expl:pv advmod
xcomp

cc

conj
mark

det

nsubj
obl:arg

aux

ccomp

Figure 1: model-predicted dependency tree with predicted lemmas for the above sentence. Translation: "The fire
grew larger, and they felt like the fire was consuming them." Punctuation not included due to spacing.

Figure 2: Learning curves of model performance across the three tasks with different training data representations;
in each subfigure, the solid curve represents the performance from training data of different sizes subsampled
from Ancora; the dash curve corresponds to the performance from the combination of the aforementioned Ancora
subsamples with our learner training set; the solid horizontal line is the performance of the learner_only model,
which remains constant given that the size of the learning training data is fixed.

advcl, obl:arg, and xcomp were particularly sus-243

ceptible. For instance, in "...a mi padre le dieron244

un premio" ("...my father was given an award,")245

the gold label correctly assigns obl:arg to padre,246

reflecting its role as the receiver of the action.247

However, learner_only incorrectly labeled it as248

nsubj, failing to account for the fact that the sub-249

ject of the verb dieron is implicit and not overtly250

expressed. This misclassification illustrates how251

the model overgeneralized subject role in the ab-252

sence of explicit syntactic cues.253

Across the three tasks, we have the best per-254

formance with ancora+learner. That said, its255

performance is mostly comparable to that of256

ancora_only. The lack of notable improvement257

between ancora+learner and ancora_only,258

raises the question of whether the predominant rep-259

resentation of Spanish L1 in the training data for260

ancora+learner hinders the model from learning261

observations in L2 production. To address this,262

we experimented with subsampling from Ancora263

datasets of different sizes ({5k, 10k, 15k, ..., 45k}264

tokens) then combining them individually with the265

learner training data to build parsers. The learning266

curve in Figure 2 shows that model performance 267

does not improve consistently with more training 268

data, but rather shows early increases up until 30- 269

40k tokens followed by plateauing trends. Both 270

UAS and LAS saw improvement up to 15k tokens, 271

from 0.86 to 0.89 and 0.79 to 0.82, respectively. 272

After this point, improvements were reduced, with 273

UAS reaching a high of 0.90 at 40k tokens before 274

plateauing. Lemma accuracy saw an early increase 275

(from 0.94 to 0.96 by 15k tokens) to finish at 0.97 276

near 35k. UPOS tagging starts high at 0.969 and 277

remains relatively stable with slight fluctuations. 278

Collectively, our study shows that even a modest 279

amount of in-domain learner data can obtain rea- 280

sonable performance, especially when combined 281

with additional out-of-domain data. The observa- 282

tions here also suggest that training size does not 283

always need to be bigger – instead, data representa- 284

tion that is possibly less affected by size can have 285

a meaningful impact on model performance. We 286

leave further investigation for future work. 287
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6 Limitations288

One limitation is the absence of manual morpho-289

logical annotations, which we plan to add in fu-290

ture work. Including tags like Typo=Yes and291

CorrectForm, as in standard UD treebanks, would292

improve interpretability. Another limitation is the293

small corpus size, which led to many unseen forms,294

especially irregular or learner-specific ones, reduc-295

ing lemmatization and parsing stability, a common296

challenge in low-resource NLP settings.297

References298

Sible Andringa and Patrick Rebuschat. 2015. New per-299
spectives on the role of practice in second language300
learning. In Patrick Rebuschat, editor, Implicit and301
Explicit Learning of Languages, volume 48 of Stud-302
ies in Bilingualism, pages 91–114. John Benjamins,303
Amsterdam.304

Yevgeni Berzak, Jessica Kenney, Carolyn Spadine,305
Jing Xian Wang, Lucia Lam, Keiko Sophie Mori,306
Sebastian Garza, and Boris Katz. 2016a. Treebank307
of learner english (tle).308

Yevgeni Berzak, Jessica Kenney, Carolyn Spadine,309
Jing Xian Wang, Lucia Lam, Keiko Sophie Mori,310
Sebastian Garza, and Boris Katz. 2016b. Universal311
dependencies for learner English. In Proceedings312
of the 54th Annual Meeting of the Association for313
Computational Linguistics (Volume 1: Long Papers),314
pages 737–746, Berlin, Germany. Association for315
Computational Linguistics.316

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and317
Kristina Toutanova. 2019. BERT: Pre-training of318
deep bidirectional transformers for language under-319
standing. In Proceedings of the 2019 Conference of320
the North American Chapter of the Association for321
Computational Linguistics: Human Language Tech-322
nologies, Volume 1 (Long and Short Papers), pages323
4171–4186, Minneapolis, Minnesota. Association for324
Computational Linguistics.325

Elisa Di Nuovo, Cristina Bosco, Alessandro Mazzei,326
and Manuela Sanguinetti. 2019. Towards an Ital-327
ian learner treebank in universal dependencies. In328
6th Italian Conference on Computational Linguistics,329
CLiC-it 2019, volume 2481, pages 1–6. CEUR-WS.330

Matt Gardner, Joel Grus, Mark Neumann, Oyvind331
Tafjord, Pradeep Dasigi, Nelson F. Liu, Matthew Pe-332
ters, Michael Schmitz, and Luke Zettlemoyer. 2018.333
AllenNLP: A deep semantic natural language pro-334
cessing platform. In Proceedings of Workshop for335
NLP Open Source Software (NLP-OSS), pages 1–6,336
Melbourne, Australia. Association for Computational337
Linguistics.338

Jenna Kanerva, Filip Ginter, and Tapio Salakoski. 2018.339
Universal lemmatizer: A sequence to sequence model340

for lemmatizing universal dependencies treebanks. 341
In Proceedings of the 27th International Conference 342
on Computational Linguistics, pages 139–150. 343

Kristopher Kyle. 2021. Natural language processing 344
for learner corpus research. International Journal of 345
Learner Corpus Research, 7(1):1–16. 346

Kristopher Kyle, Masaki Eguchi, Aaron Miller, and 347
Theodore Sither. 2022. A dependency treebank of 348
spoken second language English. In Proceedings 349
of the 17th Workshop on Innovative Use of NLP 350
for Building Educational Applications (BEA 2022), 351
pages 39–45, Seattle, Washington. Association for 352
Computational Linguistics. 353

Yuxin Li and John Lee. 2020. L1-l2 parallel depen- 354
dency treebank for learners of Chinese as a foreign 355
language. In Proceedings of the 12th Language Re- 356
sources and Evaluation Conference (LREC), pages 357
901–909, Marseille, France. European Language Re- 358
sources Association. 359

Cristóbal Lozano. 2021. CEDEL2: Design, compilation 360
and web interface of an online corpus for L2 Spanish 361
acquisition research. Second Language Research, 362
0(0):02676583211050522. 363

David McClosky, Eugene Charniak, and Mark John- 364
son. 2006. Reranking and self-training for parser 365
adaptation. In Proceedings of the 21st International 366
Conference on Computational Linguistics and 44th 367
Annual Meeting of the Association for Computational 368
Linguistics, pages 337–344, Sydney, Australia. Asso- 369
ciation for Computational Linguistics. 370

Detmar Meurers and Markus Dickinson. 2017. Ev- 371
idence and interpretation in language learning re- 372
search: Opportunities for collaboration with compu- 373
tational linguistics. Language Learning, 67(S1):66– 374
95. 375

Alessio Miaschi, Sam Davidson, Dominique Brunato, 376
Felice Dell’Orletta, Kenji Sagae, Claudia Helena 377
Sanchez-Gutierrez, and Giulia Venturi. 2020. Track- 378
ing the evolution of written language competence in 379
L2 Spanish learners. In Proceedings of the Fifteenth 380
Workshop on Innovative Use of NLP for Building Ed- 381
ucational Applications, pages 92–101, Seattle, WA, 382
USA’ Online. Association for Computational Lin- 383
guistics. 384

Sabrina J. Mielke, Tal Linzen, and Jason Eisner. 2021. 385
What kind of knowledge is captured by contextual- 386
ized word representations? In Proceedings of the 387
59th Annual Meeting of the Association for Compu- 388
tational Linguistics, pages 1250–1265. 389

Silvina Montrul. 2010. How similar are adult second 390
language learners and Spanish heritage speakers? 391
Spanish clitics and word order. Applied psycholin- 392
guistics, 31(1):167–207. 393

5

https://doi.org/10.1075/z.186.07and
https://doi.org/10.1075/z.186.07and
https://doi.org/10.1075/z.186.07and
https://doi.org/10.1075/z.186.07and
https://doi.org/10.1075/z.186.07and
http://esltreebank.org/
http://esltreebank.org/
http://esltreebank.org/
https://groups.csail.mit.edu/infolab/publications/Berzak-ACL2016.pdf
https://groups.csail.mit.edu/infolab/publications/Berzak-ACL2016.pdf
https://groups.csail.mit.edu/infolab/publications/Berzak-ACL2016.pdf
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/W18-2501
https://doi.org/10.18653/v1/W18-2501
https://doi.org/10.18653/v1/W18-2501
https://doi.org/10.1075/ijlcr.00019.int
https://doi.org/10.1075/ijlcr.00019.int
https://doi.org/10.1075/ijlcr.00019.int
https://doi.org/10.18653/v1/2022.bea-1.7
https://doi.org/10.18653/v1/2022.bea-1.7
https://doi.org/10.18653/v1/2022.bea-1.7
https://aclanthology.org/2020.lrec-1.113
https://aclanthology.org/2020.lrec-1.113
https://aclanthology.org/2020.lrec-1.113
https://aclanthology.org/2020.lrec-1.113
https://aclanthology.org/2020.lrec-1.113
https://arxiv.org/abs/https://doi.org/10.1177/02676583211050522
https://arxiv.org/abs/https://doi.org/10.1177/02676583211050522
https://arxiv.org/abs/https://doi.org/10.1177/02676583211050522
https://arxiv.org/abs/https://doi.org/10.1177/02676583211050522
https://arxiv.org/abs/https://doi.org/10.1177/02676583211050522
https://doi.org/10.3115/1220175.1220218
https://doi.org/10.3115/1220175.1220218
https://doi.org/10.3115/1220175.1220218
https://doi.org/10.1111/lang.12230
https://doi.org/10.1111/lang.12230
https://doi.org/10.1111/lang.12230
https://doi.org/10.1111/lang.12230
https://doi.org/10.1111/lang.12230
https://doi.org/10.1111/lang.12230
https://doi.org/10.1111/lang.12230


J. Nivre, M.-C. de Marneffe, F. Ginter, J. Hajič, C. D.394
Manning, S. Pyysalo, S. Schuster, F. Tyers, and D. Ze-395
man. 2020. Universal dependencies v2: An ever-396
growing multilingual treebank collection. In Pro-397
ceedings of the 12th Conference on Language Re-398
sources and Evaluation (LREC 2020), pages 4027–399
4036.400

Natalia Silveira, Timothy Dozat, Marie-Catherine401
de Marneffe, Samuel Bowman, Miriam Connor, John402
Bauer, and Christopher D. Manning. 2014. A gold403
standard dependency corpus for english. In Proceed-404
ings of the Ninth International Conference on Lan-405
guage Resources and Evaluation (LREC’14), pages406
2897–2904, Reykjavik, Iceland. European Language407
Resources Association (ELRA).408

Milan Straka. 2018. Udpipe 2.0 prototype at CoNLL409
2018 ud shared task. In Proceedings of the Confer-410
ence on Computational Natural Language Learning411
(CoNLL) 2018 Shared Task: Multilingual Parsing412
from Raw Text to Universal Dependencies, pages413
197–207.414

Hakyung Sung and Gyu-Ho Shin. 2024. Constructing415
a dependency treebank for second language learn-416
ers of Korean. In Proceedings of the 2024 Joint417
International Conference on Computational Linguis-418
tics, Language Resources and Evaluation (LREC-419
COLING 2024), pages 3747–3758, Torino, Italia.420
ELRA and ICCL.421

Mariona Taulé, M. Antònia Martí, and Marta Recasens.422
2008. AnCora: Multilevel annotated corpora for423
Catalan and Spanish. In Proceedings of the Sixth424
International Conference on Language Resources425
and Evaluation (LREC‘08), Marrakech, Morocco.426
European Language Resources Association (ELRA).427

U.S. Census Bureau. 2013. Spanish, chinese top non-428
english languages spoken; most of population is en-429
glish proficient. Accessed: 2025-04-29.430

Rob van der Goot, Ahmet Üstün, Alan Ramponi,431
Ibrahim Sharaf, and Barbara Plank. 2021. Massive432
choice, ample tasks (MaChAmp): A toolkit for multi-433
task learning in NLP. In Proceedings of the 16th434
Conference of the European Chapter of the Associa-435
tion for Computational Linguistics: System Demon-436
strations, pages 176–197, Online. Association for437
Computational Linguistics.438

Amir Zeldes and Nathan Schneider. 2023. Are UD439
treebanks getting more consistent? a report card for440
English UD. In Proceedings of the Sixth Workshop on441
Universal Dependencies (UDW, GURT/SyntaxFest442
2023), pages 58–64, Washington, D.C. Association443
for Computational Linguistics.444

Daniel Zeman, Joakim Nivre, Mitchell Abrams, Elia445
Ackermann, Noëmi Aepli, Hamid Aghaei, Željko446
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Gabrielė Aleksandravičiūtė, Ika Alfina, Avner Al-449
gom, Khalid Alnajjar, Chiara Alzetta, Erik Andersen,450

Matthew Andrews, and 633 others. 2024. Universal 451
dependencies 2.15. LINDAT/CLARIAH-CZ digital 452
library at the Institute of Formal and Applied Linguis- 453
tics (ÚFAL), Faculty of Mathematics and Physics, 454
Charles University. 455

6

https://aclanthology.org/L14-1623/
https://aclanthology.org/L14-1623/
https://aclanthology.org/L14-1623/
https://aclanthology.org/2024.lrec-main.332/
https://aclanthology.org/2024.lrec-main.332/
https://aclanthology.org/2024.lrec-main.332/
https://aclanthology.org/2024.lrec-main.332/
https://aclanthology.org/2024.lrec-main.332/
https://aclanthology.org/L08-1222/
https://aclanthology.org/L08-1222/
https://aclanthology.org/L08-1222/
https://www.census.gov/newsroom/archives/2013-pr/cb13-143.html
https://www.census.gov/newsroom/archives/2013-pr/cb13-143.html
https://www.census.gov/newsroom/archives/2013-pr/cb13-143.html
https://www.census.gov/newsroom/archives/2013-pr/cb13-143.html
https://www.census.gov/newsroom/archives/2013-pr/cb13-143.html
https://doi.org/10.18653/v1/2021.eacl-demos.22
https://doi.org/10.18653/v1/2021.eacl-demos.22
https://doi.org/10.18653/v1/2021.eacl-demos.22
https://doi.org/10.18653/v1/2021.eacl-demos.22
https://doi.org/10.18653/v1/2021.eacl-demos.22
https://aclanthology.org/2023.udw-1.7/
https://aclanthology.org/2023.udw-1.7/
https://aclanthology.org/2023.udw-1.7/
https://aclanthology.org/2023.udw-1.7/
https://aclanthology.org/2023.udw-1.7/
http://hdl.handle.net/11234/1-5787
http://hdl.handle.net/11234/1-5787
http://hdl.handle.net/11234/1-5787

	Introduction
	Related Work
	Annotation guidelines and process
	Parsing Experiments
	Results and Discussion
	Limitations

