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ABSTRACT

In the age of social media, posting attractive mugshots is
commonplace, leading to an urgent need for automatic facial
beautification techniques. To better meet the esthetic prefer-
ences of users, we devise a customized automatic face beauti-
fication task that can retouch the face adaptively to match the
user-entered target score whilst preserving the ID informa-
tion as much as possible. To accomplish this task, we propose
a Human Esthetics Guided StyleGAN Inversion method to re-
touch each face in the embedding space using StyleGAN in-
version. This process is guided by a pre-trained facial beauty
prediction model that measures the difference between the
target score and the predicted score of the retouched face.
We conduct extensive experiments on various faces with dif-
ferent attributes, where the experimental results show that our
method achieves the competitive performance, both in terms
of visual effect and the proposed criterion.

Index Terms— Face beautification, Facial beauty predic-
tion, GAN inversion, StyleGAN

1. INTRODUCTION

Sociologists and psychologists have proved that attractive
faces tend to bring more advantages and privileges in human
activities, such as social acceptance, career development, in-
terpersonal relationships, and social status [1]. The attractive
face plays such an important role in our social life that people
are generally obsessed with beautifying their facial images
(e.g., selfies). Especially with the advent of mobile Internet,
various applications have emerged, such as dating websites,
live broadcasts, short videos, and so on. There is an urgent
need for face beautification techniques.

Recent advances in facial beautification algorithms have
focused on retouching facial skin texture by developing
smoothing filters [2, 3], or transferring makeup from a refer-
ence image [4–6]. Another line of works merely aim to ame-
liorate facial geometric ratios via matching face geometry to
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Fig. 1. Customized automatic face beautification task.

an average facial template [7], or using deep models to guide
the modification of facial landmarks [8]. However, most of
these beautification methods usually do not take into account
the user aesthetic preferences when editing facial images.
Actually, users tend to customize their face beautification
requirements. For example, some people prefer to preserve
more identity information, while others prefer a more ob-
vious beautification effect. For this purpose, we develop a
new task, namely, Customized Automatic Face Beautification
(see Fig. 1), which aims to retouch facial images based on
the user aesthetic preferences (i.e., user-entered target score),
whilst preserving the face ID as much as possible by making
minimal changes to the face geometry, expression, and pose.

Since StyleGAN [9] has achieved considerable success
in image editing tasks, we consider applying it to tackle
customized automatic face beautification as well. Based on
StyleGAN, we propose a Human Esthetics Guided StyleGAN
Inversion (HEGS inversion) method that introduces a Facial
Beauty Prediction (FBP) model to guide the inversion of
StyleGAN to manipulate face retouching in the embedding
space rather than in the image space. The pipeline of our
method is shown in Fig. 2, where an advanced StyleGAN
model is used to convert each input face into a content codeIC
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and an appearance code through specific encoders firstly, and
then integrate these codes into the generative model to pro-
duce an edited face. The FBP model calculates the distance
loss between the target score and the predicted score of the
edited face, and the loss is back-propagated to iteratively
refine the content code and appearance code until the FBP
score of the edited face matches the target score. Under the
guidance of FBP model, the content and appearance codes
will be optimized in the direction that most closely matches
the user preferences.

To better quantify the effect of face beautification, we also
propose a new evaluation criterion for such a customized face
beautification task, which measures the trade-off between ID
preservation (i.e., the distance between the original face and
edited face) and beautification effect (i.e., the distance be-
tween the target score and the predicted FBP score of edited
face). Our method was evaluated on face images from differ-
ent populations, e.g., different ages and ethnic groups. The
experimental results have shown that compared to other face
beautification methods, our method can achieve an adaptive
beautification effect with the user-entered target score and
preserve more ID information, which stresses the significance
of our method. Our contributions are summarized as follows:

• We define a new task, namely Customized Automatic
Face Beautification, which aims to beautify facial im-
ages according to the user aesthetic preferences.

• We propose a Human Esthetics Guided StyleGAN In-
version method to achieve the above new task through
the guidance of FBP model, which is the first work of
Face Beautification based on GAN inversion.

• We design a new evaluation criterion to quantify the ef-
fect of face beautification algorithms that measures ID
preservation and beautification effect simultaneously.

• In FBP community, there is a debate over whether FBP
can be learned by machine learning since it is a subjec-
tive task. Our work answers this question from a model
inversion aspect and will bring inspirations to the FBP
community and the aesthetic cognitive psychology.

2. RELATED WORKS

Face Beautification. There are two common directions to
solve face beautification. The first one is skin texture beautifi-
cation, which aims to reduce blemishes and increase skin lus-
ter by using a perceptual filter [2, 10], or transferring makeup
from a reference face [11–13]. The second one is face geom-
etry beautification, which morphes the mask of the input face
into a more attractive one, e.g., by deforming the face mask to
a reference mask [14–16], matching to an average face tem-
plate [7], or using a deep model to regress landmark coordi-
nates for morphing [8]. Most of them do not take into account
individual aesthetic preferences. So they may not produce the
most pleasing result due to different user preferences.

Facial Beauty Prediction. Psychologists have found that hu-
man perceptions of facial beauty are highly consistent across
different races, ages, genders, and cultures [17], which en-
courages the development of machine-based facial beauty
prediction (FBP). Traditional FBP methods extract hand-
crafted features [18, 19], and more recent FBP methods use
deep networks [20–22] to achieve superior performance. It
suggests that the FBP model has captured human esthetic
information so that it can be used for face beautification.
GAN Inversion. Given an image and a pre-trained model,
GAN inversion aims to obtain the latent code that can be
traced back to the given image. Existing GAN inversion
methods can be divided into the following three categories.
(1) Optimizing the latent code by minimizing the reconstruc-
tion error between the given image and the reconstructed
image [9, 23, 24]. (2) Using an encoder to map the given
image to the latent space directly [25]. (3) A hybrid approach
combining both optimization and encoder techniques [26,27].
To speed up the algorithm, we develop the encoder-based in-
version method in this paper.

3. PROPOSED METHOD

As shown in Fig. 2, our method consists of two parts: 1)
Image reconstruction, which generates fake face from content
code; 2) StyleGAN Inversion, which regresses content code
from the fake face. These two parts run alternatively until
convergence. Let us describe the details of each part below.
3.1. Preliminaries: start from generating code

Since we found that the original StyleGAN [9] has excel-
lent editability but lower reconstruction quality, we decided
to employ HyperInverter [28], an extended StyleGAN that in-
troduces hypernetworks to improve the reconstruction quality.
Before reconstruction, we encode each input face x into the
latent code ωc ∈ W via an encoder E with weights of θe:

ωc = E(x|θe), (1)

where ωc(ωc ∈ R512) is a content code that encodes
coarse information about the facial content, including facial
structure, expression, skin tone, etc.
3.2. Image Reconstruction: from code to image

The content code ωc is fed into the generator G with
weights of θg to reconstruct the face:

xω = G(ωc|θg). (2)

Actually, the output xω is reconstructed at a coarse level
due to the low dimension of the content code, which may
cause most of fine-grained information to be lost. Hence, we
introduce a new stage to refine xω subsequently, using an en-
coder T with weights of θt to encode the image x and xω

jointly into an appearance code ωa:

ωa = T (x, xω|θt), (3)
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Fig. 2. The pipeline of our method. The face is first encoded into the content code, which is reconstructed into the fake face
by the StyleGAN (including the generator G and encoder T ), and then the reconstructed face is fed into the prediction models
(e.g., FBP model) to compute the loss that drives the StyleGAN inversion. The two steps are alternated until convergence.

where ωa represents the granular information about the
face x, e.g., hair strands, wrinkles, freckles, pockmarks, etc.
Then, the content code ωc and appearance code ωa are inte-
grated together to generate the refined image x̂ω:

x̂ω = G(ωc, ωa|θg) → G(ωc|θg + ωa), (4)

In fact, ωa serves as dynamic residual weights added to the
generator weights θg , which is a more effective way to inte-
grate the content code and the appearance code. In this way,
the refined image x̂ω retains more information than the coarse
version xω . Note that the encoders E, T and the generator G
are pre-trained on a large face dataset, and their weights retain
fixed in our method.
3.3. StyleGAN Inversion: from image to code

To retouch the face in W-space, we employ a set of loss
functions to guide StyleGAN inversion that the content code
is optimized towards user preferences. Given a source face x,
its content code is ωc, and the inversion is formulated as:

ω̂c = ωc−γ
∂(ηfbpLfbp + ηrecLrec + ηperLper + ηverLver)

∂ωc
,

(5)
where γ is the learning rate, and ηfbp, ηrec, ηper, ηver are the
weights of losses. Each loss is defined as below:
Beauty loss. We use a pre-trained FBP model f(·|θf ) to cal-
culate the difference between the target score s and the pre-
dicted score of the refined face x̂ω:

Lfbp = ||f(x̂ω|θf )− s||1. (6)

Reconstruction loss. We also measure the pixel-level simi-
larity between the source face x and its refined face x̂ω:

Lrec = ||x− x̂ω||2. (7)

Perceptual loss. We ensure the feature-level consistency be-
tween x and x̂ω , using a pre-trained AlexNet [29] as the per-
ceptual feature extractor h(·|θh):

Lper = ||h(x|θh)− h(x̂ω|θh)||2. (8)

Verification loss. To ensure the preservation of face identity,
we design an verification loss developed from a pre-trained
face recognition model v(·|θv), namely ArcFace [30], to mea-
sure the cosine distance between x and x̂ω:

Lver = 1− v(x|θv) · v(x̂ω|θv)
||v(x|θv)||2 · ||v(x̂ω|θv||2

. (9)

In each iteration, the edited content code follows the se-
quence ω̂c → xω → ωa → x̂ω (see Eq.2, Eq.3, and Eq.4)
to generate the retouched face. This kind of coarse to fine-
grained refinement is iterated until convergence.

4. EXPERIMENTS

4.1. Experimental Setup
Evaluation criterion. We define a new criterion, namely
beauty-to-preservation (BTP), to evaluate the beautification
effect in terms of a given target score :

BTP = −||s− f(xω|θf )||1
log ||x− x̂ω||2

(10)

Evaluation data. Our method is evaluated on faces selected
from the Internet and the CelebA-HQ dataset. These faces
have diverse attributes, e.g., race, gender and age, which
makes the evaluation more comprehensive and challenging.
Pre-trained model. All models are pre-trained and fixed
weights in our experiments. For StyleGAN, the generator G
and the encoders E, T are inherited from StyleGAN-v2 [24]
and HyperInverter [28], respectively. The FBP model is inher-
ited from a AlexNet model pre-trained on the SCUT-FBP5500
dataset [31].
Implementation details. Our experiments were imple-
mented using PyTorch 1.12. Before training, we perform pre-
processing of each image, including aligning the face, crop-
ping the face region, and resizing the image to 1024 × 1024.
During training, we use the Adam [32] optimizer with a
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(a) Faces with different races and genders.
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Fig. 3. Results on different race, gender and age groups. The
facial regions in the red and green rectangles are the most
obviously-refined areas, which have been enlarged to show
more details. Best viewed in colors.

XT [33] HYXJ [34] TTPT [35] QY [36] Ours
BTP 0.2227 0.2025 0.1985 0.2091 0.1865

Table 1. Comparison with beautification applications.

learning rate of 0.01 to minimize the loss, with loss weights
set to ηfbp = 0.1, ηrec = 1.0, ηper = 0.6, ηver = 1.0. The
target score is set to the highest beauty score (s = 5), and the
number of iterations is set to 10 by default.

4.2. Experimental Results and Qualitative Evaluation
Results on different race, gender and age groups. We test
the proposed method on different faces sampled from differ-
ent age, race and gender groups. These faces differ greatly
in appearance, which make our experiments even more chal-
lenging. The experimental results are shown in Fig. 3. It
shows that our method achieves excellent beautification ef-
fects even for faces with different attributes.
Results on different time steps. We show the retouched
faces generated at different time steps in Fig. 4, from which
we can see that the beautification effect grows gradually with
increasing time step, compared to the source image (see the
difference map in Fig. 4). And the faces are visually more
pleasingly beautified as the time step increases to a certain
degree. However, too large time step will lead to a distorted
effect, so that we set the optimal time step to 10.
Comparison with other methods. Our method is also com-
pared with several commercial beautification applications, in-
cluding XT [33], HYXJ [34], TTPT [35], and QY [36]. The
comparison results are shown in Fig. 5. From this, we can see
that our method can achieve comparable or even better beau-

Input Step0(without FBP) Step5 Step10Difference Difference Difference

Fig. 4. Results on different time steps. The first difference
map is the subtraction between the source image and the first-
time generated image (w/o FBP), while the other difference
maps are the subtraction between the beautified image and
the first-time generated image.

Input OursXT HYXJ TTPT QY

Fig. 5. Comparison with other beautification applications, in-
cluding XT (xingtu) [33], HYXJ (Butter Camera) [34], TTPT
(tiantianPtu) [35], QY (qingyan) [36].

tification effect than related methods. And we also compare
BTP among these methods in Table 1, where the result shows
that our method achieves the closest beautification effect to-
wards the target score.

5. CONCLUSION

In this paper, we define a new task for automatic face
beautification and present a corresponding simple and inno-
vative method called Human Esthetics Guided StyleGAN In-
version, which leverages a facial beauty prediction model to
guide the manipulation of the embedding and achieve person-
alized results that align with user preferences. The experi-
mental results demonstrate the efficacy of our approach for
customized beautification and confirm the superiority of our
method on this task. Future research could explore ways to
compress the model by pruning less important layers and neu-
rons to reduce computational resources.
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