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Abstract

Detecting text generated by Large Language Models (LLMs) is a pressing need in
order to identify and prevent misuse of these powerful models in a wide range of
applications, which have highly undesirable consequences such as misinformation
and academic dishonesty. Given a piece of subject text, many existing detection
methods work by measuring the difficulty of LLM predicting the next token in
the text from their prefix. In this paper, we make a critical observation that
how well the current token’s output logits memorizes the closely preceding input
tokens also provides strong evidence. Therefore, we propose a novel bi-directional
calculation method that measures the cross-entropy losses between an output
logits and the ground-truth token (forward) and between the output logits and
the immediately preceding input token (backward). A classifier is trained to
make the final prediction based on the statistics of these losses. We evaluate our
system, named BISCOPE, on texts generated by five latest commercial LLMs
across five heterogeneous datasets, including both natural language and code.
BISCOPE demonstrates superior detection accuracy and robustness compared to
nine existing baseline methods, exceeding the state-of-the-art non-commercial
methods’ detection accuracy by over 0.30 F1 score, achieving over 0.95 detection
F1 score on average. It also outperforms the best commercial tool GPTZero that is
based on a commercial LLM trained with an enormous volume of data. Code is
available at https://github.com/MarkGHX/BiScope.

1 Introduction

Given the superior performance of Large Language Models (LLMs) in understanding and generating
text, they have become an integral part of human society, assisting people with daily activities such
as summarizing articles, polishing emails, and more. However, the widespread use of LLMs also
raises concerns about the misuse of AI-generated text. For instance, students and academics may
utilize LLMs to produce content for their assignments and research [10, 37, 30], compromising
academic integrity. Adversarial individuals could leverage LLMs to efficiently create inflammatory
and fraudulent content on social media [22]. Additionally, the development of LLMs themselves faces
challenges related to the quality of existing datasets, which may be compromised by the significant
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inclusion of AI-generated text [49, 27]. All of these issues underscore the urgent need to distinguish
AI-generated text from human-written text [5, 14, 18, 50, 3, 12].

Despite this urgency, current AI-generated text detection techniques fall short as LLMs become
increasingly diverse and advanced. Our experiments demonstrate that most of the existing approaches
cannot achieve an F1 score exceeding 80% on the Yelp dataset [32] when using the latest LLMs
(e.g., Claude-3-Opus) to generate content. A close examination of these approaches reveals inherent
limitations by design. Specifically, there are three kinds of methods that do not need pre-training or
additional information on the LLMs that generate the data (e.g., watermarking [7, 19, 44, 46, 20]).
The first kind [5] directly prompts another LLM or NLP model to classify whether the subject text is
AI-generated. While intuitive, the inevitable model hallucination [55, 26] consistently prevents it
from achieving a high accuracy. The second kind of methods [28, 31, 9, 54] examines the linguistic
features of the subject text, which are increasingly susceptible to deception as LLMs become more
sophisticated and human-like in their responses. The third approach [11, 41, 17, 40, 16, 32, 35, 4, 53,
48] feeds partial or entire text to a surrogate model and checks how well the output text aligns with
the surrogate model’s preference via various metrics or downstream classifiers. While this method
outperforms the first two approaches, it only examines the next token information in the output logits,
representing just part of model behaviors, thereby naturally limiting its performance.

In this work, we explore the potential of leveraging internal model states to detect AI-generated text.
Like existing methods, we hypothesize that since LLMs are trained on vast corpora of data from the
Internet, their training data likely exhibit significant similarities, leading to similar behaviors across
models. Therefore, we use a surrogate model to approximate the behaviors of the one used to generate
the subject text. We also make a critical observation that, in causal language models (e.g., GPT), the
current token’s output logits encode information about both the next token (i.e., prediction) and its
preceding input tokens (i.e., memorization), indicating a bidirectional relationship between the output
logits and the input text. Specifically, when these causal language models encounter human data, they
tend to memorize more preceding token information while predicting less next token information in
their output logits.

To reveal this relationship, we calculate two kinds of cross-entropy losses by feeding different
portions of the subject text into the surrogate model. One is the forward information, calculated as the
cross-entropy loss between the output logits and the expected next token in the subject text. The other
is the backward information, calculated as the cross-entropy loss between the output logits and the
most preceding input token. We then train a binary classifier on the collected statistical loss features
to make the final prediction. We also introduce several novel improvements in the prototype, such as
providing a summary of the subject text to better guide the surrogate model, thereby enhancing its
practical effectiveness and robustness, and using parallel model inference to enhance efficiency. As
such, we propose BISCOPE, an effective and efficient AI-generated text detector by harnessing both
the prediction and memorization features of the LLM through its output logits.

Our contributions are as follows:

• We propose a novel AI-generated text detection algorithm that exploits both the preceding
token information (i.e., memorization) and the next token information (i.e., prediction) via
an innovative bi-directional cross-entropy loss calculation method. Additionally, we are the
first to utilize text summaries to guide the detection, further enhancing its effectiveness and
robustness toward heterogeneous data.

• We extend existing datasets and craft a large-scale public dataset for more challenging
AI-generated texts, consisting of 25 distinct groups and more than 22, 000 samples. The
dataset is sourced from five different text domains (both natural language and code) and
generated by the five latest commercial LLMs. This dataset presents more challenging
scenarios compared to existing datasets, which are typically sourced from open-source
LLMs with fewer parameters and capabilities. We also craft a paraphrased version of our
dataset.

• We develop a prototype named BISCOPE, a detection pipeline without any fine-tuning
needed for the detection LLM. We evaluate it on our dataset and compare it with nine state-
of-the-art baseline techniques. Our results show that BISCOPE can achieve an average F1
score of over 0.95, taking less than 200 milliseconds to detect a sample (when the summary
procedure is disabled), while the baseline techniques achieve only 0.70-0.85 F1 scores and
take up to 27 seconds per sample. BISCOPE also outperforms the best commercial tool,
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GPTZero, in 72% of cases. Additionally, we conduct a comprehensive ablation study to
verify the effectiveness and robustness of each component of BISCOPE.

2 Background and Related Work

In addition to various watermarking techniques [7, 19, 44, 46, 20, 24, 15, 52] that require fine-tuning
or additional information about the LLMs generating the text, several efforts have been directed
towards the detection of AI-generated texts with minimal prior knowledge about the generative
models. These efforts broadly fall into three categories. As stated in § 1, the first two categories
perform worse than the last category, hence we mainly focus on the methods in the third category
that use a surrogate LLM in this paper. The methods in the third category can be further divided into
two types: statistical methods and training-based methods.

Statistical Methods. These techniques [45, 34, 21, 33] primarily utilize pre-trained LLMs to simulate
the generation process of the target generative AI, analyzing the statistical differences between AI-
generated texts and human-written ones. These methods commonly serve as zero-shot approaches,
assigning scores to indicate the probability of texts being AI-generated. For example, Zero-shot
Query [32, 48] prompts a pre-trained LLM to score the input text. LogRank [11, 35] calculates the
average probability rank of each token in a text processed through a pre-trained LLM, where higher
ranks suggest the text is AI-generated. LRR [41] improves on LogRank by incorporating token
confidence. DetectGPT [35] involves masking parts of the text to see how an LLM reconstructs them,
and Raidar [32] employs the LLM to rewrite the text. Both methods assume that AI-generated texts
are more likely to be preserved accurately in the process. Binoculars [13] analyzes the cross-entropy
between the output logits from two surrogate models with different fine-tuning configurations.

Training-based Methods. This type includes methods train an NLP model to distinguish between
AI-generated and human-written texts. For example, OpenAI [40] uses a RoBERTa-based model for
training an AI-text classifier. Such methods can be susceptible to adversarial attacks or paraphrasing.
The state-of-the-art technique RADAR [16] leverages adversarial training to improve the robustness
of the classifier. There are also commercial services for the detection of AI-generated texts. For
example, GPTZero [43] employs a multi-step statistical detection process and utilizes a pre-trained
commercial LLM to deliver the prediction.

Our approach, BISCOPE, is a statistical method that uniquely incorporates meticulous statistical
feature extraction via a bi-directional calculation method to ensure its general effectiveness and
robustness against paraphrasing across five text domains and five of the latest commercial LLMs.
To evaluate BISCOPE, we compare it with nine existing detection methods, including Zero-shot
Query [48, 32], LogRank [11], LRR [41], DetectGPT [35], RADAR [16], Raidar [32], OpenAI
Detector [40], Binoculars [13], and GhostBuster [48], as well as with the most renowned commercial
detection API, GPTZero. We surpass these baseline methods in both effectiveness and efficiency.

3 Methodology of BISCOPE

3.1 Design Motivation

Although existing AI-generated text detection methods have been proven to be robust against texts
generated by various open-source LLMs, their performance degrades in more complex and real-world
scenarios, especially when dealing with the latest commercial LLMs and heterogeneous text genres.
The degradation can be attributed to the following two reasons: feature insufficiency and contextual
heterogeneity.

Feature Insufficiency. Existing methods focus on analyzing the difficulty a surrogate LLM experi-
ences in predicting the next token given the preceding input text. For example, these methods use the
rank or the probability of the next token as a metric or compare the discrepancy between the input text
and the surrogate model’s generation. Figure 1(a) presents the detection F1 score of a toy example
that uses the average next token rank from Llama-2-7B as the feature and a random forest model
as the classification model on both human text (in blue) and GPT-4-Turbo’s text (in orange). The
detection F1 score only reaches 0.55, which is just slightly better than random guesses. This indicates
the lack of a clear separation using only next token ranks. One may argue that the random forest may

3



Human Text
AI Text

C
ou

nt

0

20

40

60

Rank
0 1000 2000

C
ou

nt

0

10

20

30

Rank
0 5000

La
st

 T
ok

en
 R

an
k

1k
2k
3k
4k
5k

Next Token Rank
0 1000

C
ou

nt

0

20

40

Cross Entropy Loss
2 3 4 5

C
ou

nt
0

20

40

Cross Entropy Loss
10 15

Human Text
AI Text

La
st

 T
ok

en
 C

E 
Lo

ss

10

12

14

16

18

Next Token CE Loss
2 3 4 5
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Figure 1: Comparison of detection F1 scores when utilizing the rank
and cross-entropy loss regarding next token, preceding token or both.
The surrogate detection model is Llama-2-7B.

Transformer
Network

Internal
States

Preceding
Token

Information

Next
Token 

Information

Preceding
Tokens

Inference Reflect

Encode

Contain

Existing 
Methods

Our
Method

Embedding

Output 
Logits

Next
Token

Plan

Figure 2: Comparison
of output logits informa-
tion utilization.

not be powerful enough. However, we will show later that using additional features proposed in the
paper, the same random forest configuration could achieve much better results.

We observe that the internals of the surrogate LLM when used to predict the subject text have much
richer information that can be used. Figure 2 illustrates how LLM encodes information. The arrows
and texts in green illustrate the information related to the next token, while the arrows and texts
in gray show the information related to the preceding tokens. In the auto-regressive generation
mode, the LLM receives the tokens preceding to the current position as the input and outputs the
logits that contains its prediction for the next token. During this procedure, its internal states encode
the preceding tokens (i.e., memorization) [47] while implicitly “planning” for the next token [51],
namely, as observed by researchers in [51], the internal states show similarities to the encodings of
future tokens. The output logits, which can be considered as a reduced representation of the model’s
internal states, also contains both the information to predict the next token and the information of
preceding tokens. Existing methods focus only on the former by comparing the output logits with the
expected next token. In this paper, we propose to consider the preceding token information as well.
In particular, we hypothesize the following: for human-written text, the surrogate LLM has a
poor prediction for the next token and a strong memory of the previous token, reflected in the
output logits, whereas the behaviors for LLM-generated text are the opposite. Intuitively, it’s
like when we humans are unsure of what to say next, and the last word tends to stay in our minds.

To validate our hypothesis, we conducted an experiment in which we compared the current output
logits with the preceding token for a piece of a given text, leveraging the same random forest as
before. Figure 1(b) and (c) present the detection F1 score when only using the preceding token’s rank
and when using both the preceding and next tokens’ ranks (to distinguish human and LLM texts),
reaching 0.73 and 0.78 F1 scores, respectively, denoting a 0.2 F1 score improvement compared to
using the next token information alone. Observe that in (d) for next token prediction, the AI texts (in
orange) tend to have a smaller CE loss than human texts (in blue), indicating the LLM has a better
prediction for the AI texts. In (e) for previous token memorization, the human texts tend to have a
smaller loss than the AI texts, indicating the LLM has poorer memory for AI texts. Figures (a) and
(b) and an additional example in Appendix B show a similar trend. These support our hypothesis.

Thus, in BISCOPE, we design a novel bi-directional cross-entropy loss computation method that
computes the cross-entropy losses between the output logits and the expected next token, and between
the output logits and the preceding token. Figure 1(d)-(f) illustrate the F1 scores when using the
cross-entropy losses for next token, previous token, and both. Observe they achieve better results
compared to using plain ranks, due to the more wealthy information encoded. An additional example
using GPT-Neo-2.7B in Appendix B shows a similar trend.

Contextual Heterogeneity. In addition to insufficient feature utilization, we also observe that
contextual heterogeneity significantly influences detection accuracy. Existing methods directly use
surrogate LLMs to generate the given text in an auto-regressive manner, without incorporating any
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Figure 3: Overview of BISCOPE. Arrows and texts in brown indicate text summarization.

additional information of the context (for the text). As such, given a prefix part of the text, the LLM
may have a diverse set of possible completions, limiting the ability to separate human and LLM texts.

To alleviate this problem, we formalize our detection as a guided completion task, using a surrogate
LLM to first summarize the entire input text. These text summaries are then used to guide the
completion, providing complementary contextual information and making the features more robust.

3.2 Overview of BISCOPE

The entire workflow of BISCOPE can be summarized in four key steps, shown in Figure 3.

Step 1⃝: Completion Prompt Generation. In the first step, we initialize the detection as a guided
text completion task. We use a surrogate LLM to summarize the input text and generate a text
summary as a guidance. We then divide the input text into two segments. The first segment, along
with a completion request, is utilized to construct a text completion request. The text summary
guidance and the text completion request form a completion prompt. Details are presented in § 3.3.

Step 2⃝: Loss Computation In Text Completion. Given the completion prompt and the second
segment of the input text from Step 1⃝, we then calculate our novel bi-directional cross-entropy
losses for the tokens in the second text segment using multiple open-source LLMs in parallel. Details
are presented in § 3.4. The use of multiple LLMs is to reduce the uncertainty.

Step 3⃝: Statistical Feature Extraction. We vary the separation of the two segments at different
positions of the subject text (e.g., one-fourth, half, and three-fourth of the whole length). For each
setup, we collect the statistics of the bi-directional cross-entropy loss values. The statistics are
concatenated to form a feature vector. More details and justifications are presented in § 3.5.

Step 4⃝: Feature Classification. In the final step, we use the concatenated feature vector to train
a binary classifier, which determines whether the input text is human-generated or AI-generated.
Further details are presented in § 3.6.

3.3 Completion Prompt Generation

In BISCOPE, we calculate the bi-directional cross-entropy losses within a guided text completion
scenario. This scenario involves providing a text summary guidance and a short sub-string of the
input text to force LLMs to generate the remainder of the text. Specifically, to alleviate the impact of
contextual heterogeneity during text generation, we first utilize a surrogate LLM to summarize the
entire input text and obtain a summary as guidance. We then divide the input text into two segments
(e.g., the first 10% and the remaining 90%). The first segment, referred to as Input Text Segment 1,
serves as the sub-string in a text completion request, while the second segment, referred to as Input
Text Segment 2, is used as the completion ground-truth in § 3.4. By appending the text completion
request after the summary guidance, we construct a completion prompt shown as follows:

Given the summary:
{Text Summary Guidance}
Complete the following text:
{Input Text Segment 1}
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The text in black indicates the text completion request, while the text in brown indicates the guidance,
which is summarized using the following prompt:

Write a title for this text: {Input Text}

The summary contains the aggregated contextual information of the entire text, providing comple-
mentary guidance to the LLM completion, in addition to the first segment. To balance the detection
accuracy and efficiency, BISCOPE can also disable this text summary procedure to achieve faster
AI-generated text detection with satisfactory accuracy.

3.4 Loss Computation In Text Completion

After crafting the completion prompt, we then feed it into multiple open-source LLMs in parallel
to obtain multiple output logits that correspond to the Input Text Segment 2 from § 3.3 using the
teacher forcing pattern [25], which feeds the ground-truth token prefixes (Input Text Segment 2)
to compute the output logits at each token position. These output logits can be used to measure
how likely the LLMs predict the next token given its prefix in the subject text and how well the
LLMs memorize the preceding token, according to our discussion in § 3.1. We hence propose a
bi-directional cross-entropy calculation method in BISCOPE, which consists of both forward and
backward cross-entropy calculations. The forward cross-entropy (FCE) calculation is identical to the
commonly used cross-entropy in most LLM training processes, utilizing the output logits and the
next ground-truth token to capture the output logits’ next-token-related information. In contrast, the
backward cross-entropy (BCE) is calculated between the output logits and the immediate preceding
input token, capturing how much the logits memorizes the preceding token. The detailed FCE and
BCE calculations at token position i with LLM M are shown in Equation 1:

FCE i = −
||V||∑
z=1

P̃z
i+1 · log(Pz

i ), BCE i = −
||V||∑
z=1

P̃z
i · log(Pz

i ) (1)

where V indicates the vocabulary of the LLM, Pi denotes the soft-maxed output logits from M at
position i of the generated text (when given the preceding tokens from the completion prompt). P̃i

indicates the ground-truth token encoding at the same position.

3.5 Statistical Feature Extraction

The aforementioned bi-directional cross-entropy loss values may have different characteristics when
the text is partitioned at different positions. Intuitively, when the text is partitioned at a ratio of
1:9, meaning that we use the first 10% of the text to perform the completion, there tends to be a lot
more uncertainty compared to a partition of 9:1. A naive design is to fix a partition ratio. However,
finding the most effective partition is difficult. Another design is to use the loss values computed at
all positions. However, it can hardly deal with length variations of input texts. Therefore, our design
is to partition the whole text into n segments (n = 10 in our implementation). For each segment, we
collect the bidirectional loss value statistics over all the positions with the segment, including the
mean, maximum, minimum, and standard deviation values. This allows us to align texts of various
lengths and leverage the later classification to figure out the best partition positions (through learning).
Additionally, this multi-segment analysis requires only a one-time inference of the input text, as
the loss calculation at each position is independent of the others via teacher forcing. This allows
BISCOPE to obtain various and sufficient features with high efficiency.

3.6 Feature Classification

In the final step, we concatenate all the statistical features of both the FCE and BCE vectors from
all the detection LLMs into a one-dimensional feature vector, which is then used to train a binary
classifier to perform the classification. Due to the generality of these features, the binary classifier
can be directly used to detect unseen data, whether from unknown LLMs or unfamiliar text domains.
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4 Evaluation Results

4.1 Experimental Setup

We use five datasets in our evaluation, including two short natural language datasets (Arxiv [32]
and Yelp [32]), two long natural language datasets (Creative [48] and Essay [48]), and one code
dataset [8]. For all datasets, we reuse their human-generated data and craft AI-generated text using
five of the latest commercial LLMs. More details are presented in Appendix C. To the best of our
knowledge, we are the first to craft a comprehensive AI-generated text dataset using five of the latest
commercial LLMs from three leading AI corporations. For the metrics, we use two metrics in our
evaluation. To assess the effectiveness of the detection, we use a 5-fold cross-validation F1 score. To
evaluate the efficiency of the detection, we use the time cost per sample as the metric. We present
more hyper-parameter settings in Appendix A.

4.2 Detection Performance Comparison with Existing Baselines

We first evaluate BISCOPE (with and without the text summary guidance) and nine detection methods
on the normal dataset under both in-distribution and out-of-distribution (OOD) settings. Under
the in-distribution setting, the test data and training data are from the same source. While under
the OOD setting, the test data is from an unknown source. The results are presented in Table 1.
Our BISCOPE outperforms existing AI-generated text detection methods, achieving a 0.25 average
detection F1 score increase on the normal dataset under in-distribution setting. In the OOD setting,
our BISCOPE still surpasses existing detection methods with over a 0.16 average detection F1 score
increase. Detailed analysis is shown as follows.

In-Distribution Results. For the in-distribution setting, we report a 5-fold cross-validation F1 score
using one piece of human data and one piece of AI-generated data from the five latest commercial
LLMs, as shown in Table 1. BISCOPE ∗ indicates our method with text summary guidance, while
BISCOPE represents our method without it. Our method outperforms all nine baselines across all five
datasets generated by the latest LLMs. Specifically, our method achieves a 0.29 average F1 score
increase on the two short natural language datasets, where existing methods’ best F1 score is around
0.90, while BISCOPE reaches over 0.95 in most cases. On the two long natural language datasets,
existing methods reach up to 0.97, while BISCOPE achieves over 0.99 in all cases, resulting in a 0.23
average improvement. On the code dataset, existing methods achieve a 0.60-0.70 average, whereas
BISCOPE reaches 0.84, achieving a 0.21 average increase. We further present the TPR-FPR (ROC)
curves of BISCOPE and 8 baselines in Figure 4 on the Yelp dataset. We observe that our BISCOPE
reaches over 0.8 detection TPR on average when the FPR is only 0.01, outperforming all the baselines
on all the five generative models’ data.

Out-of-Distribution Results. We use two out-of-distribution (OOD) evaluation settings on the
normal dataset, cross-model (CM) and cross-dataset (CD), based on previous studies [48, 32]. In CM
setting, we assess detection performance on AI-generated data from unknown LLMs within the same
text domain by training classifiers on human data and one piece of AI-generated data, then testing on
four others from the same dataset. In CD setting, we evaluate detection transferability across text
domains by training on data from one dataset and testing on data from four others, all generated by
the same LLM. Results across five LLMs are reported in Table 1. In the CM setting, the highest
baseline F1 score is 0.84 (average 0.77), while our BISCOPE achieves 0.93, showing a 0.16 average
increase. This indicates superior generality of BISCOPE in detecting unseen LLM-generated texts.
In the CD setting, BISCOPE’s average F1 score is 0.05 lower than RADAR that utilizes a model
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Table 1: Detection performance of BISCOPE and nine baselines on both normal and para-
phrased datasets with in-distribution and out-of-distribution (OOD) settings.

Normal Dataset Paraphrased Dataset Normal Normal Paraphrased

Method Turbo
GPT-3.5

Turbo
GPT-4

Sonnet
Claude-3

Opus
Claude-3

1.0-pro
Gemini

Turbo
GPT-3.5

Turbo
GPT-4

Sonnet
Claude-3

Opus
Claude-3

Avg.-CM
OOD

Avg.-CD
OOD

Avg.
OOD

A
rx

iv

Zero-shot Query 0.5768 0.5835 0.6764 0.6667 0.6666 0.5587 0.6116 0.6916 0.6935 - - -
Log Rank 0.6572 0.7006 0.8015 0.8809 0.8560 0.6628 0.6660 0.6634 0.6747 0.6913 0.6219 0.3655
LRR 0.6602 0.7031 0.8116 0.8596 0.8544 0.6654 0.6654 0.6654 0.6654 0.7319 0.6130 0.2353
DetectGPT 0.6654 0.6634 0.6673 0.6673 0.6673 0.6641 0.6628 0.6654 0.6654 0.6642 0.7091 0.6352
RADAR 0.9566 0.7858 0.7034 0.7754 0.7868 0.9203 0.6970 0.6884 0.7202 0.7404 0.8035 0.7388
Raidar 0.8316 0.8157 0.8029 0.8289 0.7366 0.9004 0.8851 0.8052 0.8303 0.6984 0.6524 0.7270
OpenAI Detector 0.7889 0.6660 0.6673 0.6673 0.6976 0.7062 0.6654 0.6673 0.6673 0.6249 0.6569 0.6705
Binoculars 0.9097 0.9135 0.9256 0.9699 0.9560 0.6617 0.6971 0.8112 0.8672 0.9163 0.8199 0.5835
GhostBuster 0.9716 0.9886 0.9815 0.9813 0.9571 0.9700 0.9943 0.9814 0.9856 0.9187 0.6811 0.9672

BISCOPE 0.9870 0.9928 0.9796 0.9885 0.9708 0.9769 0.9800 0.9625 0.9870 0.9517 0.7131 0.8534
BISCOPE∗ 0.9928 0.9943 0.9869 0.9913 0.9797 0.9870 0.9859 0.9593 0.9884 0.9775 0.7767 0.8740

Y
el

p

Zero-shot Query 0.0020 0.0010 0.0110 0.0168 0.0080 0.0000 0.0009 0.0188 0.0188 - - -
Log Rank 0.6776 0.6721 0.7120 0.6946 0.6439 0.6754 0.6660 0.6745 0.6743 0.6574 0.6695 0.6258
LRR 0.6671 0.6678 0.6733 0.6678 0.6358 0.6681 0.6662 0.6674 0.6666 0.6589 0.6615 0.6508
DetectGPT 0.6945 0.6737 0.7252 0.7477 0.6626 0.6702 0.6669 0.7009 0.7166 0.6738 0.7187 0.6710
RADAR 0.7618 0.7090 0.7310 0.7590 0.7497 0.7485 0.7030 0.7117 0.7345 0.7148 0.7370 0.7033
Raidar 0.9023 0.8985 0.9180 0.8876 0.8915 0.8948 0.9124 0.9344 0.9128 0.8572 0.6850 0.7817
OpenAI Detector 0.7286 0.6668 0.6668 0.6616 0.6798 0.7240 0.6668 0.6668 0.6668 0.6348 0.6308 0.6563
Binoculars 0.7295 0.6665 0.7583 0.8260 0.6885 0.6683 0.6655 0.6908 0.7284 0.6930 0.8474 0.6681
GhostBuster 0.8193 0.8369 0.8746 0.8644 0.8625 0.8174 0.8649 0.9271 0.9145 0.7975 0.5859 0.8452

BISCOPE 0.9023 0.9405 0.9652 0.9532 0.9486 0.9064 0.9473 0.9814 0.9789 0.9063 0.8608 0.9523
BISCOPE∗ 0.9010 0.9452 0.9658 0.9570 0.9545 0.9102 0.9530 0.9830 0.9757 0.9128 0.8455 0.9505

C
re

at
iv

e

Zero-shot Query 0.2730 0.1502 0.2691 0.3186 0.2719 0.2398 0.1694 0.1897 0.2948 - - -
Log Rank 0.9673 0.7341 0.8779 0.9269 0.8044 0.7673 0.6685 0.6823 0.7701 0.7993 0.5824 0.5213
LRR 0.9512 0.6732 0.8062 0.8884 0.7209 0.6638 0.6662 0.6649 0.6662 0.7242 0.5772 0.3846
DetectGPT 0.8305 0.7090 0.7922 0.8166 0.7580 0.6850 0.6715 0.7364 0.7066 0.7573 0.5415 0.6209
RADAR 0.9543 0.8869 0.9131 0.9345 0.9382 0.9298 0.8744 0.9160 0.9145 0.8934 0.7699 0.8937
Raidar 0.8933 0.8303 0.8481 0.8661 0.8588 0.8271 0.8217 0.8120 0.7978 0.8151 0.7580 0.5621
OpenAI Detector 0.6666 0.6671 0.6669 0.6671 0.6271 0.6671 0.6671 0.6671 0.6671 0.6103 0.6708 0.5475
Binoculars 0.9945 0.9681 0.9814 0.9866 0.9880 0.9627 0.8381 0.9348 0.9540 0.9711 0.7599 0.8738
GhostBuster 0.9965 0.9821 0.9834 0.9834 0.9920 0.9861 0.9786 0.9871 0.9865 0.9501 0.8206 0.9012

BISCOPE 0.9985 0.9950 0.9960 0.9930 0.9964 0.9955 0.9945 0.9955 0.9940 0.9846 0.7980 0.9707
BISCOPE∗ 0.9975 0.9955 0.9955 0.9945 0.9970 0.9955 0.9955 0.9950 0.9945 0.9780 0.8154 0.9513

E
ss

ay

Zero-shot Query 0.0156 0.0098 0.0175 0.0059 0.0322 0.0078 0.0214 0.0423 0.0078 - - -
Log Rank 0.9936 0.9065 0.9771 0.9811 0.9774 0.9004 0.7067 0.8170 0.9313 0.9025 0.4518 0.6074
LRR 0.9945 0.8416 0.9673 0.9836 0.9685 0.8121 0.6658 0.7243 0.8546 0.8911 0.4724 0.5395
DetectGPT 0.9344 0.8709 0.9302 0.9378 0.9311 0.7910 0.7622 0.8609 0.8429 0.9140 0.5769 0.7513
RADAR 0.9812 0.8978 0.9648 0.9555 0.9650 0.9509 0.8211 0.9471 0.9118 0.9386 0.7665 0.8883
Raidar 0.9786 0.9424 0.9672 0.9710 0.9574 0.9448 0.9186 0.9146 0.9216 0.9416 0.7136 0.8000
OpenAI Detector 0.7069 0.6664 0.6667 0.6669 0.6426 0.6669 0.6662 0.6667 0.6664 0.5870 0.6411 0.5300
Binoculars 0.9995 0.9970 0.9945 0.9960 0.9978 0.9920 0.9607 0.9787 0.9955 0.9967 0.7383 0.9429
GhostBuster 0.9995 0.9950 0.9960 0.9965 0.9967 0.9916 0.9861 0.9880 0.9930 0.9804 0.7740 0.9435

BISCOPE 1.0000 0.9990 0.9985 0.9970 0.9994 0.9965 0.9990 0.9990 0.9980 0.9946 0.5456 0.9435
BISCOPE∗ 1.0000 0.9990 0.9985 0.9975 0.9989 0.9975 0.9990 0.9985 0.9985 0.9914 0.5669 0.9292

C
od

e

Zero-shot Query 0.6300 0.5833 0.4351 0.3524 0.1854 0.6690 0.6784 0.6400 0.4545 - - -
Log Rank 0.6581 0.6610 0.6611 0.6569 0.6583 0.6612 0.6611 0.6556 0.6581 0.6521 0.5306 0.5539
LRR 0.6639 0.6639 0.6639 0.6639 0.6542 0.6639 0.6639 0.6639 0.6639 0.6613 0.6475 0.6591
DetectGPT 0.6361 0.6474 0.6583 0.6612 0.6682 0.6612 0.6639 0.6639 0.6612 0.6445 0.5936 0.6282
RADAR 0.6680 0.6653 0.6652 0.6597 0.6626 0.6598 0.6653 0.7322 0.6653 0.6652 0.8114 0.6660
Raidar 0.9368 0.8220 0.6121 0.6156 0.4858 0.9325 0.8744 0.8250 0.6197 0.8878 0.1378 0.6521
OpenAI Detector 0.7213 0.6977 0.6916 0.6542 0.6666 0.7514 0.6639 0.6639 0.6695 0.6567 0.4083 0.5767
Binoculars 0.7073 0.6512 0.6612 0.6653 0.6624 0.7101 0.6338 0.8041 0.7179 0.6273 0.7181 0.6771
GhostBuster 0.8524 0.7942 0.6556 0.6749 0.3860 0.8662 0.7729 0.7757 0.5390 0.6232 0.5091 0.6790

BISCOPE 0.9665 0.9655 0.8528 0.6069 0.7809 0.9659 0.9464 0.9691 0.9250 0.7974 0.5895 0.8999
BISCOPE∗ 0.9692 0.9586 0.8526 0.6620 0.7741 0.9597 0.9435 0.9600 0.9222 0.7898 0.5855 0.9024

pre-trained on multiple datasets. However, compared to the other four baselines, BISCOPE still shows
a 0.12 average improvement. Detailed OOD results are in Appendix D.

4.3 Robustness against Intentional Paraphrasing

Existing studies [23, 39] show that intentional paraphrasing can effectively evade AI-generated
text detection. To verify the robustness of BISCOPE against paraphrasing, we utilize five of the
latest commercial LLMs to paraphrase their own data using the paraphrasing prompt from previous
work [16], and compare BISCOPE with nine baselines on this paraphrased dataset under both in-
distribution and out-of-distribution settings, as shown in Table 1. Under the in-distribution setting,
we test all the methods using the same configuration as on the normal dataset, exploring whether
paraphrasing reduces the discriminative power of existing methods. BISCOPE outperforms existing
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Figure 5: Comparison with GPTZero on five datasets using five latest commercial generative
AI models. The metric used in the figure is the detection F1 score.
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Figure 8: Comparison of the
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to detection effectiveness in
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baselines with a 0.29 average F1 score increase. Additionally, existing baselines experience an overall
0.03 F1 detection score drop compared to their performance on the normal dataset. In contrast,
our BISCOPE performs even better on the paraphrased dataset, with an overall 0.02 average F1
score increase. Under the out-of-distribution setting, we train the classifiers for all the methods on
the normal dataset, while testing them on the paraphrased dataset, exploring the generality of the
detection against unseen paraphrased data. Our BISCOPE outperforms existing baselines with an
average 0.29 F1 detection score increase.

4.4 Comparison with The Latest Commercial Detection Method

We also compare BISCOPE with the latest version (2024-01-09) of the most renowned commercial
AI-generated text detection API, GPTZero [43], across all five datasets, as shown in Figure 5.
BISCOPE outperforms GPTZero in 72% of the cases. Specifically, BISCOPE achieves a 0.02, 0.01,
and 0.01 average F1 detection score increase on the Arxiv, Essay, and Creative datasets, respectively.
On the Yelp dataset, BISCOPE’s F1 detection score is 0.04 lower than GPTZero’s. However, on the
code dataset, BISCOPE performs significantly better than GPTZero, achieving a 0.19 average F1
score improvement, demonstrating BISCOPE’s superior generality from natural language to code.
Note that GPTZero’s detection model is pre-trained on millions of data points, while our BISCOPE’s
classifier is trained on at most 4, 000 test samples for each case.

4.5 Efficiency Analysis

To address real-world challenges, efficiency is crucial for detection methods. We compared BISCOPE
with nine baselines across five datasets, detailing average processing times for a single sample in
Figure 6. RADAR is the fastest at 0.01s per sample, while its adversarial training overhead may
be considerable. Processing times for the other baselines are as follows: zero-shot query at 0.32s,
LogRank at 0.05s, LRR at 0.10s, DetectGPT at 15.95s, Raidar at 27.42s, OpenAI Detector at 0.03s,
Binoculars at 0.19s, and GhostBuster at 0.37s. Zero-shot query, LogRank, LRR, and OpenAI Detector
are much quicker than DetectGPT, Raidar, Binoculars, and GhostBuster but offer lower detection
performance and robustness. Our BISCOPE processes a sample in 0.14s without summary guidance,
matching the real-time levels of zero-shot query, LogRank, and LRR, while improving detection
F1 score by over 0.30. With summary guidance, BISCOPE’s processing time increases to 1.35s per
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sample, still 12 to 20 times faster than DetectGPT and Raidar, and achieves the highest detection
score.

4.6 Ablation Study

We further evaluate the importance of each component in BISCOPE with two categories of ablation
experiments. Since BISCOPE utilizes six open-source LLMs in parallel and ensemble their features,
we first investigate the contribution of each LLM’s feature in Figure 7 individually. Then, we further
explore the contribution of BISCOPE’s FCE and BCE losses respectively, compared with their
aggregated performance, shown as Figure 8. More detailed results are shown in Appendix E. We also
present more detailed ablation study on the impact of different segmentation strategies in multi-point
splitting (Appendix E.3), and the impact of the completion prompt (Appendix E.4), in Appendix E.

BISCOPE’s Performance with Different Base Models. We individually test all the detection base
models in BISCOPE both with and without the summary procedure, including Gemma-2B, Gemma-
7B, Llama-2-7B, Mistral-7B, Llama-3-8B, and Llama-2-13B. All the detection models help BISCOPE
achieve over a 0.84 overall F1 detection score across all five datasets, demonstrating high consistency
across different detection base models. As the size of the detection base model increases, BISCOPE
performs progressively better, with F1 scores improving from 0.84 to 0.95.

Importance of FCE and BCE in BISCOPE’s Detection. To demonstrate the rationality of the
proposed bi-directional cross-entropy losses, we also evaluate BISCOPE by only using either FCE
or BCE losses, and using both of them with the Llama-2-7B model, as shown in Figure 8. When
using both the FCE and BCE losses, BISCOPE achieves the best average F1 detection score across
the five datasets, which is 0.94, highlighting the necessity of combining both FCE and BCE loss
features. When only using FCE or BCE , BISCOPE reaches 0.86 and 0.93 average F1 detection
scores, respectively, indicating that BCE is more discriminative than FCE .

5 Limitations and Future Work

Our BISCOPE can achieve over a 0.95 F1 detection score across five datasets generated by the five
latest commercial LLMs, both with and without intentional paraphrasing, illustrating the importance
of the preceding token information in the output logits. However, in the OOD cross-dataset setting,
there is a noticeable > 0.10 detection F1 score drop, highlighting the challenges in this setting. Thus,
there is still room for future research to achieve more effective and robust detection in few-shot and
cross-dataset settings, where the training set contains fewer samples and the test set comes from
different text domains. Additionally, exploring ways to further exploit preceding token information
and combine it with next token information should also be a future direction in the field of AI-
generated text detection.

6 Conclusion

Existing methods to differentiate AI-generated texts from human-generated texts often analyze the
difficulty for a surrogate LLM to generate the next token based on previous tokens from the text. We
propose a more discriminative approach via a novel bi-directional cross-entropy calculation method,
leveraging both the preceding token information and the next token information in the output logits.
We integrate this method into a four-step detection pipeline, BISCOPE, which consists of Completion
Prompt Generation, Loss Computation in Text Completion, Statistical Feature Extraction, and Feature
Classification. We evaluate BISCOPE on five datasets, including both natural language and code,
against six existing detection methods. BISCOPE surpasses all these methods, improving the average
F1 detection score by 0.30 and also outperforming the well-known commercial API – GPTZero in
72% cases, while maintaining a real-time processing speed of less than 200ms per sample.
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To further illustrate our BISCOPE with more details, we present the following materials in the
Appendix, shown as follows:

• Appendix A: Hyper-parameter settings for our method and all the baselines.

• Appendix B: An additional motivation example using a smaller LLM.

• Appendix C: More statistical details of the dataset crafted and utilized in the paper.

• Appendix D: More detailed results on both normal and paraphrased data under OOD setting.

• Appendix E: More details of the ablation study.

A Hyper-parameter Settings

We use the default best-performance settings for all the baselines. Specifically, we use GPT-Neo-
2.7B [6] as the surrogate model in LogRank and LRR, and as the scoring model in DetectGPT, where
we use T5-3B [38] as the mask-filling model. For RADAR, we use its officially released detection
model, which is a pre-trained RoBERTa-Large [29] model. For Zero-shot Query and Raidar, we use
GPT-3.5-Turbo as the query model and the rewriting model. For other baselines, we strictly follow
their official implementations with their best configurations. For our BISCOPE, we utilize six open-
source LLMs in parallel, including Gemma-2B, Gemma-7B, Llama-2-7B, Mistral-7B, Llama-3-8B,
and Llama-2-13B. We also test BISCOPE with (BISCOPE ∗) and without (BISCOPE) text summary
guidance. For better reproducibility, we recommend using either Llama2-7B or Llama2-13B as the
surrogate model, while the ensemble of more surrogate models is always welcomed. For the text split
method, we recommend splitting the text at every 10% length, as used in our paper.

B Additional Motivation Example
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(a) Next Token Rank, F1=0.58 (b) Last Token Rank, F1=0.63 (c) Both Rank, F1=0.67

(d) Next Token CE, F1=0.53 (e) Last Token CE, F1=0.76 (f) Both CE, F1=0.82

Figure 9: Comparison between the detection F1 scores when utilizing the rank and cross-entropy
loss regarding next token, last token or both. The detection sarrogate model is GPT-Neo 2.7B.

Figure 9 presents an additional example using a smaller language model: GPT-Neo-2.7B. Specifically,
Figure 9(a) and (d) show the detection F1 score when only using the next token’s rank and cross-
entropy loss for detection. The F1 detection scores are less than 0.60 in both cases. However, when
we use the preceding token’s rank or cross-entropy loss as the feature, shown in Figure 9(b) and
(e), the detection F1 scores increase to 0.63 and 0.76 respectively, indicating the higher reference
value of the preceding token information. Figure 9(c) and (f) also show that using both the preceding
token information and the next token information in the output logits achieves the best detection
performance, with overall detection F1 scores of 0.67 and 0.82.

Moreover, when considering the preceding token information, AI text has a smaller rank score
or higher cross-entropy loss, representing worse memorization of the AI text in the output logits.
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Conversely, when considering the next token information, the result is the opposite, showing better
prediction for AI text. This trend aligns with the results in Figure 1, demonstrating the generality of
our observation.

C Additional Details about Datasets

Table 2: Statistical details of the five datasets used in our paper.
Normal Dataset Paraphrased Dataset

Data Type Dataset Size Average Len. Min Len. Max Len. Median Len. Dataset Size Average Len. Min Len. Max Len. Median Len.

Arxiv

Human 350 786.7 132 1736 715.0 - - - - -
Machine 1750 787.1 101 1701 810.5 1400 875.8 174 1874 931.5
All 2100 787.0 101 1736 799.5 1400 875.8 174 1874 931.5

Code

Human 164 631.5 132 1993 572.0 - - - - -
Machine 819 413.3 41 1908 352.0 656 493.6 13 2333 382.5
All 983 449.7 41 1993 387.0 656 493.6 13 2333 382.5

Yelp

Human 2000 554.9 37 4959 407.0 - - - - -
Machine 9740 461.1 10 2548 414.0 8000 586.5 54 2593 537.0
All 11740 477.1 10 4959 413.0 8000 586.5 54 2593 537.0

Essay

Human 1000 4249.9 1276 41470 3301.5 - - - - -
Machine 4897 3827.7 515 21094 3486.0 3999 3666.8 129 19878 3284.0
All 5897 3899.3 515 41470 3449.0 3999 3666.8 129 19878 3284.0

Creative

Human 1000 2899.0 499 9933 2462.5 - - - - -
Machine 4840 2851.9 176 13716 2620.0 4000 2924.4 85 16812 2674.5
All 5840 2860.0 176 13716 2588.5 4000 2924.4 85 16812 2674.5

For all datasets, we reuse their human-generated data and craft AI-generated text using five of the
latest commercial LLMs: GPT-3.5-Turbo [36], GPT-4-Turbo [1], Claude-3-Sonnet [2], Claude-3-
Opus [2], and Gemini-1.0-Pro [42]. Thus, for each dataset, we have one piece of human-generated
data and five pieces of AI-generated data. Additionally, we also create a corresponding paraphrased
dataset using similar paraphrasing prompts from previous studies [32] on our newly crafted dataset to
evaluate the robustness of the detection methods.

Table 2 presents more detailed information about the datasets used in our paper, for both the normal
dataset and the paraphrased dataset. For the short natural language datasets (i.e., Arxiv and Yelp), the
average text lengths are 187 and 477, respectively, with minimal lengths of 101 and 10. In contrast,
the average text lengths of the long natural language datasets (i.e., Creative and Essay) are 2860 and
3899, which are 6-15 times larger than the short natural language dataset’s sample length. The code
dataset contains approximately 164 pieces of Python code for human-generated text and AI-generated
text from each LLM, with an average length of 983, a minimum length of 41, and a maximum length
of 1993. For all the datasets, the human-generated data and AI-generated data share similar lengths,
preventing simple length-based detection.

D Additional Comparison Results under OOD Setting

Table 3 illustrates more detailed OOD results on both the normal and paraphrased datasets across
five datasets. Under the cross-model setting on the normal dataset, BISCOPE outperforms existing
baselines in 21 out of 25 cases. Specifically, BISCOPE reaches over a 0.95 detection F1 score against
five generative LLMs on the Arxiv, Creative, and Essay datasets, while the detection F1 scores of
existing baselines are usually less than 0.90. On the Yelp dataset, BISCOPE achieves over a 0.90
detection F1 score against all five generative models, while the five baselines reach less than a 0.85
detection F1 score in most cases. On the code dataset, our BISCOPE outperforms all baselines except
for Raidar, achieving more than a 0.15 detection F1 score increase. Under the cross-dataset setting on
the normal dataset, our BISCOPE performs worse than under the cross-model setting, outperforming
existing methods in only 9 out of 25 cases. However, in most cases, BISCOPE is the second-best
detection method, only trailing RADAR, which uses a detection model pre-trained on texts from
multiple domains. As for the OOD setting on the paraphrased dataset, BISCOPE outperforms the
five baselines in 17 out of 20 cases, achieving over a 0.90 detection F1 score compared to the < 0.75
average F1 score of the baselines.
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Table 3: Detailed performance comparison on both normal and paraphrased dataset under
OOD setting.

Normal-Cross Model Normal-Cross Dataset Paraphrased-OOD

Method Turbo
GPT-3.5

Turbo
GPT-4

Sonnet
Claude-3

Opus
Claude-3

1.0-pro
Gemini

Turbo
GPT-3.5

Turbo
GPT-4

Sonnet
Claude-3

Opus
Claude-3

1.0-pro
Gemini

Turbo
GPT-3.5

Turbo
GPT-4

Sonnet
Claude-3

Opus
Claude-3

A
rx

iv

Log Rank 0.6723 0.7033 0.7406 0.6805 0.6597 0.6727 0.5779 0.6476 0.6522 0.5590 0.5814 0.2821 0.2604 0.3382
LRR 0.7920 0.7187 0.7589 0.7156 0.6742 0.6866 0.5238 0.6302 0.6650 0.5592 0.0881 0.2089 0.2904 0.3537
DetectGPT 0.6667 0.6637 0.6631 0.6637 0.6637 0.6845 0.6926 0.7343 0.7421 0.6921 0.6402 0.5774 0.6622 0.6609
RADAR 0.5721 0.7949 0.7799 0.7854 0.7696 0.8315 0.7638 0.8037 0.8116 0.8071 0.9223 0.6546 0.7128 0.6654
Raidar 0.5702 0.6975 0.7604 0.6946 0.7693 0.5010 0.6736 0.6841 0.6888 0.7144 0.8303 0.7195 0.6286 0.7297
OpenAI Detector 0.5209 0.6667 0.6670 0.6657 0.6043 0.6917 0.6653 0.6841 0.6679 0.5758 0.6916 0.6654 0.6608 0.6641
Binoculars 0.9396 0.9272 0.9339 0.8988 0.8818 0.8430 0.7495 0.8489 0.8814 0.7766 0.4284 0.4547 0.7406 0.7105
GhostBuster 0.7684 0.9370 0.9617 0.9561 0.9702 0.5861 0.6942 0.7281 0.6991 0.6982 0.9543 0.9769 0.9562 0.9814

BISCOPE 0.9683 0.9496 0.9665 0.9126 0.9617 0.5706 0.6642 0.7548 0.7968 0.7791 0.8610 0.7461 0.8766 0.9298
BISCOPE∗ 0.9859 0.9807 0.9881 0.9518 0.9810 0.8250 0.6494 0.8285 0.7875 0.7930 0.9044 0.7678 0.8941 0.9296

Y
el

p

Log Rank 0.6722 0.6722 0.6309 0.6345 0.6774 0.6695 0.6678 0.6836 0.6841 0.6427 0.6752 0.6417 0.5546 0.6318
LRR 0.6600 0.6601 0.6475 0.6585 0.6686 0.6667 0.6664 0.6664 0.6664 0.6416 0.6662 0.6644 0.6163 0.6564
DetectGPT 0.6906 0.6817 0.6738 0.6254 0.6976 0.7124 0.6931 0.7363 0.7534 0.6985 0.6379 0.6345 0.7029 0.7085
RADAR 0.7129 0.7180 0.7303 0.7164 0.6964 0.8760 0.8325 0.8129 0.7383 0.4254 0.7506 0.6982 0.6620 0.7023
Raidar 0.8337 0.8493 0.8594 0.8749 0.8688 0.4310 0.7533 0.7835 0.7879 0.6695 0.7897 0.8886 0.6993 0.7493
OpenAI Detector 0.5876 0.6587 0.6587 0.6425 0.6267 0.6853 0.6669 0.6663 0.6055 0.5299 0.7243 0.6668 0.6668 0.5674
Binoculars 0.7076 0.6669 0.7028 0.6690 0.7188 0.8809 0.6668 0.8978 0.9350 0.8566 0.6195 0.6632 0.6750 0.7148
GhostBuster 0.7727 0.8176 0.8074 0.8076 0.7821 0.3737 0.7522 0.6575 0.7167 0.4294 0.7970 0.8539 0.8546 0.8754

BISCOPE 0.9010 0.9257 0.8890 0.8982 0.9174 0.9189 0.8189 0.8639 0.8441 0.8580 0.9046 0.9522 0.9787 0.9736
BISCOPE∗ 0.9134 0.9266 0.8956 0.9049 0.9234 0.8912 0.8056 0.8670 0.8460 0.8175 0.9017 0.9517 0.9787 0.9700

C
re

at
iv

e

Log Rank 0.7438 0.7836 0.8239 0.7965 0.8485 0.5514 0.5614 0.5938 0.6269 0.5785 0.5132 0.3257 0.5324 0.7138
LRR 0.6695 0.6864 0.7587 0.7277 0.7786 0.5647 0.5837 0.5835 0.5940 0.5601 0.3500 0.3255 0.3605 0.5024
DetectGPT 0.7484 0.7466 0.7592 0.7545 0.7780 0.4603 0.5679 0.5063 0.5933 0.5797 0.5669 0.5709 0.6951 0.6506
RADAR 0.8639 0.9067 0.9112 0.8919 0.8932 0.8052 0.7352 0.7511 0.7853 0.7727 0.9131 0.8659 0.9129 0.8830
Raidar 0.7705 0.8417 0.8328 0.8201 0.8106 0.7048 0.7343 0.7933 0.7779 0.7796 0.6467 0.5797 0.5678 0.4543
OpenAI Detector 0.4144 0.6569 0.6567 0.6567 0.6669 0.7120 0.6667 0.6666 0.6667 0.6420 0.1892 0.6669 0.6669 0.6669
Binoculars 0.9600 0.9783 0.9803 0.9776 0.9595 0.7386 0.6786 0.7894 0.8680 0.7248 0.8999 0.7326 0.9089 0.9537
GhostBuster 0.8597 0.9825 0.9817 0.9615 0.9650 0.8202 0.8058 0.8296 0.8318 0.8156 0.7059 0.9635 0.9778 0.9576

BISCOPE 0.9514 0.9949 0.9960 0.9917 0.9890 0.6212 0.8081 0.8522 0.8596 0.8490 0.8981 0.9950 0.9950 0.9945
BISCOPE∗ 0.9169 0.9955 0.9950 0.9912 0.9914 0.6507 0.8317 0.8759 0.8732 0.8457 0.8192 0.9965 0.9960 0.9935

E
ss

ay

Log Rank 0.8185 0.9433 0.9234 0.8989 0.9286 0.4447 0.3644 0.4817 0.5211 0.4472 0.4331 0.4073 0.7244 0.8648
LRR 0.8415 0.8892 0.9128 0.9010 0.9110 0.5060 0.3917 0.4859 0.5429 0.4354 0.4418 0.2645 0.6478 0.8040
DetectGPT 0.9087 0.9238 0.9163 0.9096 0.9118 0.5452 0.5392 0.6067 0.6467 0.5469 0.6744 0.6604 0.8352 0.8352
RADAR 0.9121 0.9450 0.9398 0.9488 0.9473 0.8088 0.7222 0.7492 0.7828 0.7693 0.9113 0.8028 0.9413 0.8978
Raidar 0.9239 0.9536 0.9448 0.9307 0.9552 0.7382 0.7202 0.7058 0.6833 0.7203 0.8889 0.7903 0.7399 0.7809
OpenAI Detector 0.2880 0.6604 0.6606 0.6600 0.6662 0.5673 0.6670 0.6663 0.6669 0.6381 0.1228 0.6647 0.6669 0.6656
Binoculars 0.9954 0.9971 0.9973 0.9968 0.9968 0.7499 0.5924 0.7826 0.8415 0.7253 0.9826 0.8205 0.9733 0.9950
GhostBuster 0.9500 0.9955 0.9931 0.9853 0.9779 0.7691 0.6945 0.7588 0.8306 0.8167 0.9030 0.9639 0.9362 0.9708

BISCOPE 0.9825 0.9981 0.9986 0.9988 0.9949 0.4709 0.5208 0.5579 0.6533 0.5252 0.8179 0.9863 0.9717 0.9979
BISCOPE∗ 0.9653 0.9987 0.9986 0.9991 0.9952 0.4702 0.5305 0.6152 0.6866 0.5319 0.7531 0.9811 0.9847 0.9980

C
od

e

Log Rank 0.6629 0.6615 0.6629 0.6315 0.6416 0.6851 0.4556 0.6693 0.4969 0.3459 0.5949 0.5148 0.4518 0.6541
LRR 0.6614 0.6642 0.6656 0.6642 0.6513 0.6654 0.6669 0.6672 0.6668 0.5714 0.6529 0.6667 0.6499 0.6667
DetectGPT 0.6588 0.6560 0.6533 0.6434 0.6111 0.7056 0.6632 0.7392 0.7592 0.1008 0.6095 0.5975 0.6390 0.6667
RADAR 0.6599 0.6670 0.6663 0.6656 0.6673 0.8476 0.7668 0.8062 0.8232 0.8134 0.6667 0.6653 0.6666 0.6653
Raidar 0.9359 0.9498 0.9364 0.9277 0.6893 0.0844 0.0806 0.0494 0.1509 0.3236 0.8685 0.6542 0.4409 0.6448
OpenAI Detector 0.6116 0.6609 0.6689 0.6741 0.6680 0.5297 0.0992 0.2784 0.5289 0.6054 0.7293 0.6122 0.3406 0.6247
Binoculars 0.5510 0.6070 0.6656 0.6567 0.6563 0.8481 0.7608 0.6680 0.6724 0.6412 0.7107 0.6656 0.6667 0.6653
GhostBuster 0.5725 0.6249 0.6750 0.6809 0.5626 0.5253 0.4645 0.5441 0.5404 0.4714 0.8596 0.7773 0.5906 0.4884

BISCOPE 0.7752 0.7661 0.8376 0.8012 0.8068 0.6184 0.5843 0.5612 0.5889 0.5947 0.9683 0.9523 0.8987 0.7801
BISCOPE∗ 0.7721 0.7621 0.8374 0.7906 0.7869 0.6033 0.5769 0.5750 0.5793 0.5930 0.9719 0.9528 0.8829 0.8021

E Additional Details of Ablation Study

E.1 Results with Different Open-source LLMs

Table 4 shows additional details when different detection models are used by BISCOPE on both the
normal and paraphrased datasets. In most cases, the ensemble results are better than the F1 scores
derived using a single detection model. However, at least 90% of the detection performance can be
preserved in most single-detection-model settings. Additionally, the detection F1 score consistently
increases with the increasing model size of the detection model.

Among all the detection models, the Llama-2 series performs the best, outperforming its updated
version, Llama-3. In contrast, the Gemma series performs the worst. A possible reason is that the
Gemma and Llama-3 series models are still in their early development stages and are not fully capable
of handling the AI-generated text detection task.
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Table 4: Detailed performance comparison with different detection base models in BISCOPE.
Normal Paraphrased

Model Turbo
GPT-3.5

Turbo
GPT-4

Sonnet
Claude-3

Opus
Claude-3

1.0-pro
Gemini Average Turbo

GPT-3.5
Turbo
GPT-4

Sonnet
Claude-3

Opus
Claude-3 Average

A
rx

iv

w
/o

su
m

m
ar

y

Gemma-2B 0.8997 0.8763 0.8587 0.9290 0.9175 0.8962 0.8606 0.8489 0.8338 0.8953 0.8597
Gemma-7B 0.9530 0.9335 0.8970 0.9679 0.9336 0.9370 0.9037 0.8678 0.8660 0.9210 0.8896
Llama-2-7b 0.9827 0.9957 0.9766 0.9855 0.9708 0.9823 0.9360 0.9535 0.9506 0.9796 0.9549
Mixtral-7B 0.9710 0.9843 0.9638 0.9855 0.9663 0.9742 0.9511 0.9561 0.9414 0.9724 0.9553
Llama-3-8B 0.9685 0.9786 0.9576 0.9841 0.9665 0.9711 0.9102 0.9002 0.8932 0.9405 0.9110
Llama-2-13B 0.9634 0.9871 0.9662 0.9914 0.9678 0.9752 0.9307 0.9400 0.9502 0.9826 0.9509
ensemble 0.9870 0.9928 0.9796 0.9885 0.9708 0.9837 0.9769 0.9800 0.9625 0.9870 0.9766

w
/s

um
m

ar
y

Gemma-2B 0.9223 0.9255 0.9140 0.9568 0.9282 0.9294 0.8282 0.8384 0.8386 0.9078 0.8533
Gemma-7B 0.9501 0.9438 0.9208 0.9679 0.9357 0.9437 0.8982 0.8838 0.8777 0.9283 0.8970
Llama-2-7b 0.9957 0.9971 0.9913 0.9898 0.9798 0.9907 0.9681 0.9785 0.9710 0.9884 0.9765
Mixtral-7B 0.9739 0.9798 0.9679 0.9884 0.9711 0.9762 0.9304 0.9524 0.9361 0.9726 0.9479
Llama-3-8B 0.9814 0.9785 0.9708 0.9841 0.9725 0.9775 0.9152 0.9175 0.8787 0.9461 0.9144
Llama-2-13B 0.9842 0.9856 0.9766 0.9884 0.9723 0.9814 0.9468 0.9526 0.9485 0.9826 0.9576
ensemble 0.9928 0.9943 0.9869 0.9913 0.9797 0.9890 0.9870 0.9859 0.9593 0.9884 0.9802

Y
el

p

w
/o

su
m

m
ar

y

Gemma-2B 0.7400 0.7393 0.7689 0.7508 0.7557 0.7509 0.7368 0.7578 0.8053 0.7853 0.7713
Gemma-7B 0.8309 0.8730 0.8958 0.8795 0.8817 0.8722 0.8208 0.8764 0.8944 0.8890 0.8702
Llama-2-7b 0.8566 0.9002 0.9446 0.9289 0.9209 0.9102 0.8589 0.9233 0.9717 0.9633 0.9293
Mixtral-7B 0.8473 0.8939 0.9365 0.9128 0.8949 0.8971 0.8630 0.9101 0.9632 0.9554 0.9229
Llama-3-8B 0.8550 0.8863 0.9301 0.9249 0.9026 0.8998 0.8374 0.8900 0.9271 0.9275 0.8955
Llama-2-13B 0.8753 0.9220 0.9586 0.9479 0.9360 0.9280 0.8875 0.9316 0.9770 0.9724 0.9421
ensemble 0.9023 0.9405 0.9652 0.9532 0.9486 0.9420 0.9064 0.9473 0.9814 0.9789 0.9535

w
/s

um
m

ar
y

Gemma-2B 0.7475 0.7544 0.7912 0.8158 0.7660 0.7750 0.7486 0.7544 0.8396 0.8163 0.7897
Gemma-7B 0.8218 0.8706 0.8800 0.8800 0.8806 0.8666 0.8145 0.8688 0.8854 0.8870 0.8639
Llama-2-7b 0.8655 0.9121 0.9490 0.9341 0.9251 0.9172 0.8689 0.9270 0.9750 0.9656 0.9341
Mixtral-7B 0.8724 0.9006 0.9413 0.9281 0.9050 0.9095 0.8782 0.9092 0.9624 0.9532 0.9258
Llama-3-8B 0.8727 0.8998 0.9393 0.9305 0.9088 0.9102 0.8511 0.8894 0.9416 0.9314 0.9034
Llama-2-13B 0.8771 0.9250 0.9533 0.9380 0.9280 0.9243 0.8878 0.9376 0.9800 0.9709 0.9441
ensemble 0.9010 0.9452 0.9658 0.9570 0.9545 0.9447 0.9102 0.9530 0.9830 0.9757 0.9555

C
re

at
iv

e w
/o

su
m

m
ar

y

Gemma-2B 0.9819 0.9527 0.9424 0.9620 0.9695 0.9617 0.9664 0.9410 0.9284 0.9586 0.9486
Gemma-7B 0.9880 0.9555 0.9549 0.9739 0.9751 0.9695 0.9786 0.9611 0.9500 0.9699 0.9649
Llama-2-7b 0.9985 0.9930 0.9940 0.9915 0.9934 0.9941 0.9925 0.9925 0.9935 0.9940 0.9931
Mixtral-7B 0.9970 0.9920 0.9950 0.9920 0.9964 0.9945 0.9915 0.9920 0.9900 0.9900 0.9909
Llama-3-8B 0.9985 0.9754 0.9790 0.9910 0.9911 0.9870 0.9720 0.9510 0.9531 0.9740 0.9625
Llama-2-13B 0.9980 0.9940 0.9930 0.9915 0.9958 0.9945 0.9935 0.9950 0.9945 0.9945 0.9944
ensemble 0.9985 0.9950 0.9960 0.9930 0.9964 0.9958 0.9955 0.9945 0.9955 0.9940 0.9949

w
/s

um
m

ar
y

Gemma-2B 0.9875 0.9519 0.9503 0.9672 0.9694 0.9653 0.9675 0.9459 0.9426 0.9654 0.9554
Gemma-7B 0.9885 0.9545 0.9541 0.9759 0.9786 0.9703 0.9740 0.9680 0.9540 0.9775 0.9684
Llama-2-7b 0.9980 0.9925 0.9950 0.9940 0.9935 0.9946 0.9885 0.9925 0.9940 0.9925 0.9919
Mixtral-7B 0.9960 0.9930 0.9950 0.9925 0.9922 0.9937 0.9895 0.9899 0.9935 0.9920 0.9912
Llama-3-8B 0.9980 0.9790 0.9835 0.9935 0.9917 0.9891 0.9760 0.9604 0.9723 0.9795 0.9721
Llama-2-13B 0.9975 0.9950 0.9950 0.9930 0.9958 0.9953 0.9930 0.9940 0.9945 0.9940 0.9939
ensemble 0.9975 0.9955 0.9955 0.9945 0.9970 0.9960 0.9955 0.9955 0.9950 0.9945 0.9951

E
ss

ay

w
/o

su
m

m
ar

y

Gemma-2B 0.9980 0.9830 0.9935 0.9919 0.9950 0.9923 0.9805 0.9543 0.9666 0.9864 0.9720
Gemma-7B 0.9965 0.9699 0.9855 0.9900 0.9905 0.9865 0.9779 0.9583 0.9721 0.9784 0.9717
Llama-2-7b 0.9995 0.9970 0.9965 0.9965 0.9995 0.9978 0.9940 0.9975 0.9970 0.9970 0.9964
Mixtral-7B 1.0000 0.9970 0.9940 0.9955 0.9989 0.9971 0.9920 0.9950 0.9839 0.9955 0.9916
Llama-3-8B 0.9995 0.9975 0.9965 0.9965 0.9994 0.9979 0.9905 0.9910 0.9849 0.9955 0.9905
Llama-2-13B 0.9995 0.9980 0.9980 0.9960 0.9994 0.9982 0.9955 0.9975 0.9955 0.9970 0.9964
ensemble 1.0000 0.9990 0.9985 0.9970 0.9994 0.9988 0.9965 0.9990 0.9990 0.9980 0.9981

w
/s

um
m

ar
y

Gemma-2B 0.9970 0.9850 0.9935 0.9945 0.9967 0.9933 0.9810 0.9645 0.9779 0.9875 0.9777
Gemma-7B 0.9980 0.9743 0.9879 0.9900 0.9899 0.9880 0.9820 0.9673 0.9699 0.9834 0.9757
Llama-2-7b 0.9995 0.9975 0.9975 0.9975 0.9994 0.9983 0.9950 0.9970 0.9965 0.9980 0.9966
Mixtral-7B 1.0000 0.9960 0.9955 0.9960 0.9972 0.9969 0.9940 0.9945 0.9834 0.9945 0.9916
Llama-3-8B 0.9990 0.9975 0.9980 0.9975 0.9989 0.9982 0.9935 0.9925 0.9925 0.9980 0.9941
Llama-2-13B 0.9985 0.9980 0.9965 0.9955 0.9983 0.9974 0.9955 0.9985 0.9955 0.9970 0.9966
ensemble 1.0000 0.9990 0.9985 0.9975 0.9989 0.9988 0.9975 0.9990 0.9985 0.9985 0.9984

C
od

e

w
/o

su
m

m
ar

y

Gemma-2B 0.7776 0.7238 0.6018 0.5056 0.2674 0.5752 0.9805 0.9543 0.9666 0.9864 0.9720
Gemma-7B 0.7759 0.7296 0.5441 0.4515 0.2983 0.5599 0.9779 0.9583 0.9721 0.9784 0.9717
Llama-2-7b 0.9479 0.9301 0.8275 0.5677 0.7878 0.8122 0.9940 0.9975 0.9970 0.9970 0.9964
Mixtral-7B 0.9501 0.9527 0.8396 0.5834 0.6986 0.8049 0.9920 0.9950 0.9839 0.9955 0.9916
Llama-3-8B 0.8388 0.7787 0.6202 0.5560 0.4457 0.6479 0.9905 0.9910 0.9849 0.9955 0.9905
Llama-2-13B 0.9630 0.9590 0.8215 0.6151 0.7980 0.8313 0.9955 0.9975 0.9955 0.9970 0.9964
ensemble 0.9665 0.9655 0.8528 0.6069 0.7809 0.8345 0.9965 0.9990 0.9990 0.9980 0.9981

w
/s

um
m

ar
y

Gemma-2B 0.7975 0.7051 0.5590 0.4716 0.2640 0.5594 0.9810 0.9645 0.9779 0.9875 0.9777
Gemma-7B 0.8008 0.7295 0.5601 0.4562 0.3130 0.5719 0.9820 0.9673 0.9699 0.9834 0.9757
Llama-2-7b 0.9504 0.9346 0.8274 0.6304 0.7768 0.8239 0.9950 0.9970 0.9965 0.9980 0.9966
Mixtral-7B 0.9474 0.9280 0.8158 0.6556 0.7146 0.8123 0.9940 0.9945 0.9834 0.9945 0.9916
Llama-3-8B 0.8592 0.7871 0.6223 0.5536 0.4954 0.6635 0.9935 0.9925 0.9925 0.9980 0.9941
Llama-2-13B 0.9426 0.9469 0.8468 0.6070 0.8084 0.8303 0.9955 0.9985 0.9955 0.9970 0.9966
ensemble 0.9692 0.9586 0.8526 0.6620 0.7741 0.8433 0.9975 0.9990 0.9985 0.9985 0.9984
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Table 5: Detailed contribution comparison between FCE and BCE .
Llama-2-7b w/o summary Generative AI Model

Dataset Method GPT-3.5-Turbo GPT-4-Turbo Claude-3-Sonnet Claude-3-Opus Gemini-1.0-pro

Arxiv

FCE Only 0.9281 0.9698 0.9407 0.9827 0.9647
BCE Only 0.9524 0.9685 0.9668 0.9740 0.9429
BCE+FCE 0.9827 0.9957 0.9766 0.9855 0.9708

Yelp

FCE Only 0.7934 0.7865 0.8834 0.8626 0.8342
BCE Only 0.8435 0.9005 0.9396 0.9198 0.9151
BCE+FCE 0.8566 0.9002 0.9446 0.9289 0.9209

Creative

FCE Only 0.9965 0.9498 0.9799 0.9855 0.9791
BCE Only 0.9955 0.9945 0.9950 0.9935 0.9940
BCE+FCE 0.9985 0.9930 0.9940 0.9915 0.9934

Essay

FCE Only 0.9980 0.9860 0.9929 0.9930 0.9989
BCE Only 0.9995 0.9970 0.9975 0.9965 0.9994
BCE+FCE 0.9995 0.9970 0.9965 0.9965 0.9995

Code

FCE Only 0.7849 0.6439 0.4938 0.4628 0.3817
BCE Only 0.9496 0.9466 0.8173 0.5747 0.7819
BCE+FCE 0.9479 0.9301 0.8275 0.5677 0.7878

Table 6: Ablation results of different segmentation methods in multi-point splitting in BISCOPE.
Normal Dataset Paraphrased Dataset Normal Paraphrased

Method Turbo
GPT-3.5

Turbo
GPT-4

Sonnet
Claude-3

Opus
Claude-3

1.0-pro
Gemini

Turbo
GPT-3.5

Turbo
GPT-4

Sonnet
Claude-3

Opus
Claude-3 Avg. Avg.

A
rx

iv Every 50% Text 0.9754 0.9871 0.9635 0.9855 0.9637 0.9587 0.9756 0.9486 0.9767 0.9750 0.9649
Every 25% Text 0.9813 0.9914 0.9662 0.9884 0.9690 0.9675 0.9769 0.9622 0.9797 0.9792 0.9716

Every 10% Text (In Paper) 0.9870 0.9928 0.9796 0.9885 0.9708 0.9769 0.9800 0.9625 0.9870 0.9837 0.9766

Y
el

p Every 50% Text 0.8922 0.9314 0.9584 0.9471 0.9337 0.8921 0.9359 0.9779 0.9704 0.9326 0.9441
Every 25% Text 0.9002 0.9381 0.9651 0.9527 0.9466 0.9041 0.9452 0.9817 0.9757 0.9405 0.9517

Every 10% Text (In Paper) 0.9023 0.9405 0.9652 0.9532 0.9486 0.9064 0.9473 0.9814 0.9789 0.9420 0.9535

C
re

at
iv

e Every 50% Text 0.9985 0.9960 0.9940 0.9955 0.9958 0.9950 0.9955 0.9935 0.9930 0.9960 0.9943
Every 25% Text 0.9980 0.9955 0.9960 0.9930 0.9970 0.9960 0.9955 0.9950 0.9935 0.9959 0.9950

Every 10% Text (In Paper) 0.9985 0.9950 0.9960 0.9930 0.9964 0.9955 0.9945 0.9955 0.9940 0.9958 0.9949

E
ss

ay Every 50% Text 1.0000 0.9990 0.9965 0.9970 0.9994 0.9975 0.9995 0.9975 0.9975 0.9984 0.9980
Every 25% Text 1.0000 0.9990 0.9985 0.9980 0.9994 0.9965 0.9990 0.9985 0.9980 0.9990 0.9980

Every 10% Text (In Paper) 1.0000 0.9990 0.9985 0.9970 0.9994 0.9965 0.9990 0.9990 0.9980 0.9988 0.9981

C
od

e Every 50% Text 0.8564 0.8790 0.7706 0.5933 0.6479 0.8798 0.8752 0.9211 0.8427 0.7495 0.8797
Every 25% Text 0.9532 0.9333 0.8115 0.6184 0.7088 0.9363 0.9322 0.9470 0.8856 0.8050 0.9252

Every 10% Text (In Paper) 0.9665 0.9655 0.8528 0.6069 0.7809 0.9659 0.9464 0.9691 0.9250 0.8345 0.9516

Table 7: Performance results when not using the completion prompt in BISCOPE.
Normal Dataset Paraphrased Dataset Normal Paraphrased

Method Turbo
GPT-3.5

Turbo
GPT-4

Sonnet
Claude-3

Opus
Claude-3

1.0-pro
Gemini

Turbo
GPT-3.5

Turbo
GPT-4

Sonnet
Claude-3

Opus
Claude-3 Avg. Avg.

A
rx

iv w/o Completion Prompt 0.9813 0.9914 0.9767 0.9900 0.9692 0.9714 0.9855 0.9621 0.9766 0.9817 0.9739

w/ Completion Prompt 0.9870 0.9928 0.9796 0.9885 0.9708 0.9769 0.9800 0.9625 0.9870 0.9837 0.9766

Y
el

p w/o Completion Prompt 0.9008 0.9471 0.9686 0.9577 0.9523 0.9058 0.9576 0.9872 0.9817 0.9453 0.9581

w/ Completion Prompt 0.9023 0.9405 0.9652 0.9532 0.9486 0.9064 0.9473 0.9814 0.9789 0.9420 0.9535

C
re

at
iv

e w/o Completion Prompt 0.9980 0.9950 0.9950 0.9925 0.9952 0.9945 0.9955 0.9950 0.9940 0.9952 0.9948

w/ Completion Prompt 0.9985 0.9950 0.9960 0.9930 0.9964 0.9955 0.9945 0.9955 0.9940 0.9958 0.9949

E
ss

ay w/o Completion Prompt 1.0000 0.9995 0.9990 0.9975 0.9994 0.9975 0.9990 0.9990 0.9975 0.9991 0.9982

w/ Completion Prompt 1.0000 0.9990 0.9985 0.9970 0.9994 0.9965 0.9990 0.9990 0.9980 0.9988 0.9981

C
od

e w/o Completion Prompt 0.9786 0.9752 0.8327 0.6703 0.7653 0.9720 0.9532 0.9717 0.9210 0.8444 0.9545

w/ Completion Prompt 0.9665 0.9655 0.8528 0.6069 0.7809 0.9659 0.9464 0.9691 0.9250 0.8345 0.9516

Additionally, when using only a single base model, BISCOPE can achieve a processing speed as fast
as 0.03s per sample, outperforming all baseline methods except for RADAR.
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E.2 Detailed Contribution Comparison of Forward and Backward Cross-entropy Losses

Table 5 shows a more concrete comparison between the contributions of FCE and BCE to BISCOPE’s
detection effectiveness. In 21 of 25 cases, BCE is more discriminative compared with FCE (especially
on code dataset), providing sufficient justifications for BISCOPE that introduce the preceding token
information into the detection. Besides, In 16 of the 25 cases, the combination of FCE and BCE
outperforms the FCE only and BCE only versions, supporting the necessity to use the bi-directional
cross-entropy loss calculation method.

E.3 Impact of Different Segmentation Strategies in Multi-point Splitting in BISCOPE

Table 6 presents the ablation results with different segmentation strategies in the multi-point splitting
of BISCOPE. We tested three strategies: splitting at every 50% text length, every 25% text length, and
every 10% text length (as used in our paper). The results indicate that a more fine-grained splitting
interval generally improves BISCOPE’s performance. However, in a small number of cases, a smaller
splitting interval may degrade performance. We choose to use 10% as it achieves the highest detection
scores in most cases while reaching low degradation in corner cases.

E.4 Impact of The Completion Prompt in BISCOPE

Table 7 presents the comparison results when using and not using the completion prompt in BISCOPE.
The results show that in 25 of 45 cases, using the completion prompt performs better. Additionally,
the completion prompt is more compatible with the summary procedure. Thus, we chose to use the
completion prompt in BISCOPE.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We summarize the procedure of our method and highlight both of our method
and dataset contribution in the abstract and introduction sections.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We present the limitation of our work and potential future research directions
in § 5.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]
Justification: We use empirical examples and results to justify our method.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We introduce the details of our method at each step in § 3, and the hyper-
parameters we used in Appendix A. The code will be available at https://github.com/
MarkGHX/BiScope.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We will open-source our data and code at https://github.com/MarkGHX/
BiScope.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We detailed all the dataset, metrics, and evaluation settings in § 4. We also list
the hyper-parameters we used for our methods and all the baselines in Appendix A.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: We do not use error bars, but we use the F1 score to measure our method and
all the baselines instead. Additionally, we also conduct a detailed ablation study for each
specific case in our paper.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We provide detailed hyper-parameter settings and present the execution time
for our method and all the baselines.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Our paper is aligned with the NeurIPS Code of Ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We present the advantages and limitations of our method, and introduce future
directions at §5. We also compare our method with the latest commercial method, showing
the positive impacts on the open-source community.

Guidelines:
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• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: Not involved in misusing.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We cite all the baseline methods and data sources in our paper.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
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• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We present a detailed information about our new dataset in Appendix C.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: Not applicable.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: Not applicable.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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