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Abstract

Neurosymbolic (NeSy) predictors combine neural perception with symbolic
reasoning to solve tasks like visual reasoning. However, standard NeSy predictors
assume conditional independence between the symbols they extract, thus limiting
their ability to model interactions and uncertainty — often leading to overconfident
predictions and poor out-of-distribution generalisation. To overcome the limitations
of the independence assumption, we introduce neurosymbolic diffusion models
(NESYDMS), a new class of NeSy predictors that use discrete diffusion to model
dependencies between symbols. Our approach reuses the independence assumption
from NeSy predictors at each step of the diffusion process, enabling scalable learn-
ing while capturing symbol dependencies and uncertainty quantification. Across
both synthetic and real-world benchmarks — including high-dimensional visual
path planning and rule-based autonomous driving — NESYDMs achieve state-of-
the-art accuracy among NeSy predictors and demonstrate strong calibration.

1 Introduction

Neurosymbolic (NeSy) methods aim to develop reliable and interpretable Al systems by augmenting
neural networks with symbolic reasoning [25, 26, 77]. In particular, probabilistic neurosymbolic
predictors [52, 54, 57, 80] learn neural networks that extract high-level symbols, also called concepts,
from raw inputs. These concepts are latent variables used in interpretable symbolic programs to reason
and predict output labels. However, recent work highlights that the reliability of NeSy predictors is
not guaranteed, especially under certain common architectural choices.

More specifically, in many real-world settings, NeSy predictors fail silently: they can learn the wrong
concepts while achieving high accuracy on output labels [22, 27]. This issue arises when the data and
program together admit multiple concept assignments that are indistinguishable [54, 56]. How do we
design NeSy predictors that handle this ambiguity? Marconato et al. [55] argued that NeSy predictors
should express uncertainty over the concepts that are consistent with the data. Then, uncertainty can
guide user intervention, inform trust, or trigger data acquisition when the model is uncertain [55].

However, most existing NeSy predictors cannot properly model this uncertainty, as they rely on
neural networks that assume (conditional) independence between concepts [10, 80, 86]. While this
assumption enables efficient probabilistic reasoning [6, 73, 80, 86], it also prevents these NeSy
predictors from being aware of concept ambiguity and thus reliably generalising out-of-distribution
[39, 79]. Therefore, designing expressive, scalable and reliable NeSy predictors is an open problem.

To fill this gap, we design neurosymbolic diffusion models (NESYDMs). NESYDMS are the first class
of diffusion models that operate over the concepts of a NeSy predictor in conjunction with symbolic
programs. In theory, discrete diffusion models [9, 68] are particularly suited for NeSy predictors, as
each step of their denoising process involves predicting a discrete distribution that fully factorises.
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Figure 1: NESYDMs integrate masked diffusion models (orange boxes) with symbolic programs
(blue box) to learn to predict the minimum cost path in a visual path-planning task. A variational
posterior (Section 3.3) first obtains a candidate concept c®, that represents the costs of traversing each
cell of the grid. Then, we partially mask c” using the masking process g(c® | c°) to obtain masked

concepts ¢2. We feed this to the discrete diffusion model’s unmasking model pg (€ | x, c2) to predict
the unmasked concepts ¢°. We use the symbolic program ¢, which we choose as Dijkstra’s algorithm,
to map the predicted concepts ¢° to the predicted path y°. Finally, we use gradient estimation to
update the parameters of the unmasking model. Dotted arrows denote samples from a distribution.

We use this local independence assumption to profit from the insights and machinery of classical
NeSy predictors, while modelling concepts as dependent entities globally. In practice, designing a
diffusion process for NeSy predictors is highly non-trivial, as it requires dealing with a symbolic
program and marginalising over all possible concepts, a task that is intractable in general. We show
how to solve both aspects effectively by devising a novel continuous-time loss function for diffusion
that incorporates symbolic programs, for which training scales gracefully.

Contributions. After discussing the background on NeSy predictors and (masked) diffusion models
in Section 2, we (c1) introduce NESYDMSs in Section 3, a class of scalable NeSy predictors that model
concept dependencies by formalising a masked diffusion process [68]. Then in Section 3.2, we (c2)
derive a principled loss function for NESYDMs and present an efficient gradient estimator for training
it. To derive this loss, we prove that the continuous-time losses of masked diffusion models extend to
non-factorised distributions. Finally, in Section 4, we (¢3) empirically show that NESYDMs are (i)
both calibrated and performant on tasks from the RSBench suite of visual reasoning problems [11]
while (ii) scaling beyond the state-of-the-art on the complex visual path-planning task [64].

2 Background

2.1 Neurosymbolic predictors

We aim to learn a parametrised predictive model pg(y | x) that maps high-dimensional inputs x to
Y -dimensional discrete labels y € [Vy]Y, where each label can take a value in [Vy] = {1,2,... V4 }.
A typical (probabilistic) NeSy predictor implements pg(y | x) by first (i) using a concept extractor,
i.e., a neural network pg(c | x) that maps the input x to a C-dimensional vector of symbolic concepts
c € [VC]C, i.e., discrete variables encoding high-level information that can take V' values." Then,
(i) the NeSy predictor maps concepts c through a program ¢ : [V;] — [V4]¥ to obtain output
predictions y. As usual in NeSy [10, 43, 52, 80], we only assume access to training data for input-
output pairs (x,y) but no labelled data for concepts c, i.e., concepts c are latent variables. Formally,

we define the predictor pg(y | x) by marginalising over all concepts ¢ € V. that are consistent with

"For simplicity of presentation, we assume that the number of possible values V is the same for both concepts
and labels, but this is not necessary for the paper.



the output y, summing their probability masses:
po(y | %) :=> palc|x)L[p(c) =y]. M)
C

The equation above is also known as computing a conditional weighted model count (WMC), and it
is central to several probabilistic neurosymbolic methods [6, 43, 52, 80, 86].

Example 2.1 ([65]). Consider the visual path-planning task in Fig. | where the task is to predict a
minimum cost path y from the top-left corner to the bottom-right corner of the visual map x. y is
encoded as a binary matrix, where cells traversed form a path. A neural network extracts concepts
that represent discrete costs ¢ for each cell on the grid, then a search algorithm ¢(c), like Dijkstra, is
used to find the shortest path y according to costs c.

Reasoning shortcuts. Recent work proved NeSy predictors are susceptible to reasoning short-
cuts [RSs; 56], which is when a model pg(y | x) learns to predict the output labels y correctly given
the input x, but incorrectly maps inputs to concepts c. Since we cannot catch RSs on the training data,
it can dramatically harm model performance on unseen data [53]. Mitigating RSs is challenging and
potentially costly [54, 56]. However, models can be made aware of their RS by properly expressing
uncertainty over all concepts that are consistent with the input-output mapping, improving reliability
and generalisation [39, 54, 55]. Then we can, for example, deploy NeSy predictors in an active
learning setting where uncertain concepts are queried for extra labelling.

Example 2.2. Consider an input x containing two MNIST digits that are either O or 1. The unseen
concepts c are the digits, and (c) returns 1 if the two digits are different, otherwise 0. A neural
concept extractor pg(c | x) that maps MNIST digits of 0 to 1s and MNIST digits of 1s to Os will
perfectly fit the input-output mapping.

The configuration in Example maximises Eq. | without learning the ground-truth concepts.
Given only input-output pairs, it is not possible to distinguish this RS from the correct input-concept
mapping. Instead, given ground-truth concepts ¢* = (0, 1), an RS-aware model would assign some
belief to both options (0, 1) and (1, 0).

Independence assumption and its limitations. Unfortunately, in practice, the vast majority of
NeSy predictors make an architectural assumption that prevents RS awareness: the conditional
independence of concepts c given inputs x [43, 80, 86]. Formally, this assumption implies that

pe(c | x) in Eq. | factorises as HZC:1 pe(c; | x). NeSy predictors use this assumption to perform
efficient probabilistic reasoning via WMC solvers and knowledge compilation techniques [15, 18, 63],
or by developing efficient approximation algorithms [73, 80].

Recent work proved that such models cannot simultaneously represent the relevant uncertainty over
different concepts while maximising Eq. | [39]. To see why, consider Example 2.2, with true concepts
¢* = (0,1). The only maximisers of Eq. | for the independent model are to either deterministically
return (0, 1) or (1,0) [39, 79]. However, there is no maximiser that can simultaneously assign
probability mass to both cases, meaning independent models cannot be RS-aware. To overcome
this limitation, we should design a NeSy predictor that can express dependencies between concepts,
which we address next.

2.2 Which expressive model class for NeSy?

Previous work on NeSy predictors without the independence assumption explored mixture models and
their generalisation as probabilistic circuits [6, 16]. An example is BEARS [55], which is specifically
designed for RS-awareness. A related approach is to add extra variables and constraints to the WMC.
This can, for instance, be done using a probabilistic programming language [43, 51]. However,
these methods require (i) compiling the program into a logic circuit via knowledge compilation and
(i1) ensuring the probabilistic circuit is compatible with this logic circuit [83]. The first step can
require exponential time in the worst case, and as such scaling to high-dimensional spaces can be
challenging [4, 80]. Furthermore, these methods require the neural concept extractor to predict many
more additional parameters for the different mixture components.

Alternatively, autoregressive models are a common type of expressive model, but using these in
NeSy predictors based on Eq. | is computationally hard, as the marginalisation over concepts does
not commute with autoregressive conditioning [3, 5]. While this limitation also holds for diffusion



models, they do use a conditional independence assumption locally at every denoising step. This
local assumption is sufficient to encode global dependencies. Furthermore, the locality allows us to
design neural models that predict only C' parameters, just like NeSy predictors with the independence
assumption. Thus, we use masked diffusion models [68] that achieve expressiveness by iteratively
unmasking a discrete sample. We discuss in Section 3 how to extend their local independence
assumption to realise NeSy predictors.

Masked diffusion models. Diffusion models encode an expressive joint distribution over concepts ¢
by defining a forward process that a neural network modelling a reverse process will learn to invert.
As our concepts are symbolic, we need a diffusion process for discrete data [9, 90]. We choose
masked diffusion models (MDMs) [68, 72], a type of discrete diffusion model with promising results
on language modelling [61, 89] and reasoning [88]. MDMs allow us to derive a principled loss using
the program ¢ (Section 2.2) and to develop scalable approximations (Section 3.4). We first review
MDMs in their vanilla form, i.e., to model an unconditional distribution over concepts, pg(c).

MDMs consider a continuous time diffusion process [9, 14], where the forward process gradually
masks dimensions of a data point c” into a partially masked data point c* € [V + 1] at time steps
t € [0,1]. We extend the vocabulary size to include a placeholder m = V. + 1 for masked dimensions.
The data point becomes fully masked as ¢! = m = [m, ..., m]" at time step 1. More formally, for
0 < s <t < 1, the forward process g masks a partially masked concept c® into ¢! with
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where « : [0,1] — [0,1] is a strictly decreasing noising schedule with oy = 1 and o; = 0. g(c! | ¢*)
masks each dimension with probability 1 — ‘O’j—z, leaving it unchanged otherwise. Importantly, once
masked, a dimension remains masked. MDMs learn to invert the forward process g(ct | ¢®) using
a trained reverse process pg(c® | ct). The reverse process starts at a fully masked input ¢! = m at
time step 1, and gradually unmasks dimensions by assigning values in {1, ..., V. }.

The reverse process pg(c® | ¢!) is usually parameterised with conditionally independent unmasking
models po(€° | ¢') = [TZ, po(c? | c*) that predict completely unmasked data &° given (partially)
masked versions ct. Then, MDMs remask some dimensions using the so-called reverse posterior
q(c® | ct,c® = &%) (see more details in Eq. 10 in Section /):

(c*|ch Zpg ¢ chqg(c® | et e =@, 3)

The standard loss function masks ¢ partially to obtain c?, and then uses the conditionally independent
unmasking model pg (€ | c?) to attempt to reconstruct c”. This loss function requires that pg(¢® | c*)
implements the carry-over unmasking assumption, meaning it should assign a probability of 1 to
the values of previously unmasked dimensions. We provide additional background on MDMs in
Section /. Next, we discuss how to design novel MDMs tailored for NeSy prediction.

3 Neurosymbolic Diffusion Models

To overcome the limitations of the independence assumption haunting NeSy predictors, our neu-
rosymbolic diffusion models (NESYDMSs) use MDMs to learn an expressive distribution over concepts
and labels while retaining this assumption locally, enabling scaling. To develop NESYDMSs, we extend
MDMs by (i) conditioning on the input x, (ii) acting on both concepts ¢ and outputs y, treating
concepts as latent variables and (iii) providing differentiable feedback through the program . We
first define this model in Section and then derive a principled loss in Section 3.”. We discuss how
to optimise this loss in Sections 5.5 and 2.4, and finish by discussing inference in Section .5. Finally,
Fig. | provides an overview of the loss computation of NESYDMSs.

3.1 Model setup

We define NESYDMs using a conditionally independent unmasking model pg(¢® | ¢!, x) and a
program ¢ that maps concepts to outputs. We use forward processes for both the concepts q(c | cs)
and the outputs ¢(y' | y*), each defined as in Eq. 2. The concept reverse process pg(c® | ¢!, x) is



parameterised as in Eq. 3 with a conditional concept unmasking model pg(c° | c*,x), and the output
reverse process pg(y® | c®,y!,x) is parameterised by reusing the concept unmasking model:

po(y” | c®,y" %) Zpe @ e x)ay* | y',5° = ¢y (€%)). )

po(y® | ¢, y!,x) takes the concept unmasking model and marginalises over all concepts ¢° that are
consistent with the partially masked output y*. To implement the carry-over unmasking assumption,
we use @y to refer to a variation of the program ¢ that always returns y! if dimension i is unmasked
in yt. We refer to Section for details. The neural network for the concept unmasking model
pe(c® | ct,x) can be readily adapted from NeSy predictors as defined in Eq. | by additionally
conditioning the neural network pg(c | x) on the currently unmasked concepts c*

Since we do not have direct access to ground-truth concepts c”, we will use a variational setup and
derive a lower-bound for the intractable data log-likelihood pg(y° | x) (fully defined in Eq. 45).
In particular, we use a variational distribution gg(c® | y°, x) that shares parameters § with the
MDM to approximate the posterior pg(c’ | y°,x). To implement this, we repurpose our concept
unmasking model pg(c® | ct, x) with the controlled generation method from [29], which we describe
in Section 5.5. We provide more details and a full derivation of the log-likelihood in Section

3.2 Loss function

We next derive a NELBO for NESYDMS. Intuitively, we define the NESYDM reverse process over 1’
discrete steps, and then consider the data log-likelihood as 7" goes to infinity, giving a NELBO for a
continuous-time process. This NELBO will be the base for the loss function used to train NESYDMS.

Theorem 3.1. Let pg(c® | c,x) be a concept unmasking model, ¢ : [Ve]¢ — [Vy]¥ a given
program, qe(c® | y°,x) a variational distribution, and o; a noising schedule. Then, we have that the
data log-likelihood as T — oo is bounded as limr_, . — log py™YPM(y? | x) < Lxgsypm, where

LNesybm *Em[o 1],q0 (c®|x,y°),q(ct|c0) [ Zlogpe ¢ = CU | c ,X)
Le:
&)
+ o Zlog ZPB | <", x)1[p(€”): = 4] | — Hlga(c’ | y°,%)]
—————
Lyq): variational entropy
Ly : output unmasking loss
We provide a derivation of this NELBO in Section . This NELBO has three components:
* The L. is like the unmasking loss used in MDMs (Eq. [4). Since we

do not have access to the ground-truth concept c’, we sample c® from the variational distribution
q6(c® | y¥, x) and ask the model to reconstruct c” from a partially masked version ¢! ~ g(ct | c?).

* The output unmasking loss L, is a sum of Y weighted model counts (WMC) like in Eq. |, one for
each dimension ¢ of the output y°. Unlike Eq. |, £, weights concepts using the concept unmasking
model pg (e’ | c,x) that is conditioned on partially masked concepts ct. Importantly, we use
conditionally independent concept unmasking models, meaning we can use standard techniques in
the NeSy literature to compute this loss efficiently. Section B provides additional analysis.

* The variational entropy Ly, is maximised to encourage the variational distribution to cover all
concepts c? that are consistent with the input x and output y°.

To derive the NELBO, we had to prove a new theorem that extends the standard MDM NELBO to
non-factorised unmasking models pg(c® | c) (Section ('), which can be an interesting result for
future MDM architectures even outside NeSy predictors. We need this result because, unlike the
concept reverse process, the output reverse process pg(y*® | ¢®,y?, x) in Eq. /7 does not factorise,
and we cannot naively apply the standard MDM NELBO given in Eq.



3.3 Variational posterior

To compute the NESYDM NELBO, we require a variational distribution gg(c® | y°,x) to sample
likely concepts c that are consistent with the ground-truth output y". We achieve this by adapting
the sampling algorithm described in Section 3.5 using a concept unmasking model pg (€ | cf, x) that
depends on the output y° and the program ¢:

po(e’ | ¢’ x)1[p(e") = y°]
Z(ct,x,y°) ’
where Z(ct,x,y") is a normalising constant. This redefines the standard unmasking process from
Eq. © by only considering valid €Y. Unfortunately, sampling from pg(c® | cf,x,y") is NP-hard
[33, 49]. However, if we have a tractable representation of the program ¢, e.g., a polysize circuit as
the output of a knowledge compilation step [63], then we can represent gg (€ | cf, y°, x) compactly
and exactly sample from it [6]. Without access to such a circuit, we can instead use a relaxation
of the constraint similar to [29]. Let r5(e° | y°) = exp(—2 Z};l 1[p(€%); # 39]), where 8 > 0
and 8 — oo approaches the hard constraint. At each step in the reverse process, we resample to
approximately obtain samples from gj (€° | ¢/, x,y°) o p(€® | ¢, x)rs(c® | y°) [29]. This
procedure may sample concepts ¢° that are inconsistent with y°, but prefers samples that reconstruct
more dimensions of y°. We find that reasonably large 3 > 10 works in our experiments. In practice,
this effectively samples K times from pg(¢® | ct, x) and chooses the sample that violates the fewest
constraints. See Section .| for details.

(6

qB(éO | Ctayovx) =

3.4 Loss optimisation and scalability

Next, we describe how we optimise the NESYDM NELBO Lngsypm using gradient descent. We
design a gradient estimation algorithm that scales to large reasoning problems by approximating
intractable computation. Note that, given samples c’, c! ~ gg(c® | x,y°) q(ct | c?), the empirical

L. is tractable, so we only discuss how to backpropagate through the
output unmasking loss Ly and the variational entropy Ly,

Computing the output unmasking loss Ly involves computing multiple WMCs, which are #P-hard.
One option is to compute each WMC exactly using circuits obtained via knowledge compilation
[37, 52, 86]. However, to ensure scalability, we develop a sampling-based approach that approximates
the WMC gradients [73]. In particular, we use a REINFORCE-based gradient estimator [59], the
REINFORCE Leave-One-Out (RLOO) estimator [1, 38]. RLOO is similar to the popular GRPO
algorithm [71] while being unbiased. Furthermore, RLOO allows for flexible tradeoffs between
variance and computation constraints by choosing the number of samples.

However, methods like RLOO can fail for problems where the probability of getting a sample
¢’ consistent with y is very low: when we only sample inconsistent concepts ¢, RLOO does
not provide any gradient signal. However, the output unmasking loss is subtly different, as L,
gives a signal for each of the dimensions of y? independently. This helps structure the search
for consistent concepts ¢° by decomposing the problem into Y independent subproblems [8, 80].
More precisely, given a time step t € [0, 1], samples ¢, ¢! ~ go(c® ¢’ | y°,x) and samples

c?,...,¢% ~ po(c® | c’,x), we use:
% 1 s
VoLly ~ o Z (S —1) Z (Le(€)i = yi] — i) Vo logpe(e] | c',x) )

i=1 " j=1

where 11; = & Zle ]l[go((:?)i = y9]. We provide further details in Section

Maximising the variational entropy Ly, is challenging: the variational distribution in Section
samples from a conditioned version of the unmasking model where computing likelihoods, and by
extension, maximising the entropy of gg, is highly untractable. We therefore experimented with two
biased approximations of this loss which sufficed for our experiments, and leave more sophisticated
approximations for future work:

* conditional 1-step entropy: If we have access to a tractable constraint circuit of ¢, we can use it
to compute the entropy of an independent distribution over ¢ conditioned on y° and x [7, 83]. Then,
we maximise the entropy over the variational distribution when performing time discretisation with a
single step (T' = 1): H[gg(¢® | ¢! = m, y°, x)] using the distribution defined in Eq.



* unconditional 1-step entropy: Without access to a tractable constraint circuit, we instead maximise
the unconditional 1-step entropy H[gg(¢" | ¢! = m, x)].

Furthermore, as is common in variational setups [30], we add hyperparameters that weight the
contribution of each loss component L, Ly, and Ly,. We found these hyperparameters critical to
the performance of the model (see Section for an ablation study). Finally, unbiased optimisation
of L. and L, also requires calculating the gradient through sampling a c¢® from the variational
distribution [59, 70]. Like with the variational entropy, we found that sidestepping this part of the
gradient, which would be intractable and have high variance otherwise, simplifies optimisation and
yields good performance in practice. See pseudocode for the learning algorithm in Algorithm | and
additional discussion and definitions of the gradient estimation algorithm in Section

Algorithm 1 Algorithm for estimating the gradients of the NELBO for training NESYDM

1: Given datapoints (x,y?) and unmasking model pg(c® | x, ¢!) with current parameters 0

2: ¢ ~ qo(c? | x,yY) > Sample from variational distribution (Section 2.3).
3 t~U(0,1) > Sample a random time step.
4: ct ~q(c' | cY) > Mask the concept c? to c? (Eq. 9).
5:¢9,...,¢% ~go(e’ | x,c) > Sample S samples from unmasking model.
6: gy ¢ gyo(cy,...c%) > Estimate gradient of £y, using Eq.

7 Be ¢ o5 Yienr, Veologpe(w; = ¢ | x,c') > Compute gradient of L.
8: gy < VoLly > Compute gradient of Ly.
9: return %5g. + 77ygy + &gu > Return the weighted sum of the gradients.

3.5 Sampling and Inference

Next, we describe how we sample from trained NESYDMs to make predictions of y given x. Exactly
computing the mode argmaxo py"S*®M(y° | x) is intractable even for representations supporting
tractable marginals [2, 84], therefore we need to approximate it. We use a majority voting strategy,
where we sample L concepts ¢ from the trained MDM, compute the output with the program ¢, and

take the most frequent output:

L
y = argmax, Z 1[p(c)) =y], cf,...,c2 ~po(c®|x,c' =m). 8)
=1

If the concept dimension C' is not too large, we use the first-hitting sampler from [94] to sample
from pg(c® | x,c! = m) exactly in C steps. Otherwise, we use a T-step time-discretisation of
the reverse process [68], for pseudocode see Algorithm 2. For implementation details, we refer to
Section I. Additionally, we experimented with different majority voting strategies, which we discuss
in Section H.!. These mainly study whether to do majority voting before or after running the program.

Algorithm 2 Standard time-discretised output prediction for NESYDM

1: Given datapoint x and unmasking model pg (¢° | x, c!) with parameters
2: for/ <1 to Ldo

3: cl=m

4: for k< T to 1do

5: c? ~ pp(c’ | x,ct) &> Sample from unmasking model (Section 3.3).
6: c® ~q(c®|ct,c® =¢? > Sample from remasking process (Eq. 10).
7. o)+ > Store the sampled concept
8: yi + o(c?) > Compute program output for this sample
9: ¥ ¢ argmax, EZL:1 1y =y] > Majority vote
10: Returny > Return the most frequent output

4 Experiments

We aim to answer the following research questions: (RQ1:) “Can NESYDMs scale to high-
dimensional reasoning problems?” and (RQ2:) “Does the expressiveness of NESYDMs improve



Table 1: Accuracy of predicting the correct sum
on MNIST Addition with N =4 and N = 15
digits. Methods above the horizontal line are
exact, and below are approximate. We bold the
best-scoring methods in the exact and approxi-
mate categories separately.

Table 2: NESYDM significantly scales beyond
current NeSy predictors. Accuracy of predict-
ing a shortest path on visual path planning with
different grid sizes. Above the horizontal line
are methods predicting continuous costs, while
below are approximate NeSy methods that pre-

dict discrete, binned costs.

METHOD N =4 N =15

DEEPSOFTLOG [48] 93.5 +0.6 77.1 +1.6 METHOD 12 x 12 30 x 30
PLIA [21] 91.84+0.73 79.00+0.73 I-MLE [62] 972 £0.5 93.7 + 0.6
ScALLOP [21, 43] 90.884+0.48 T/0 EXAL [85] 94.194+1.74 80.85+ 3.83
EXAL [85] 91.65+0.57 73.274+2.05 A-NESI [80] 94.574+2.27 17.13+16.32
A-NESI [80] 92.56+0.79 76.84+2.82 A-NESI4+RL [80] 98.96+1.33 67.57+36.76
NESYDM (ours) 92.49+0.98 77.29+1.40 NESYDM (ours) 99.41+0.06 97.40+ 1.23

reasoning shortcut awareness compared to independent models?” Since there are currently no scalable
RS-aware NeSy methods, the baselines we use are separated for the two research questions. We
match experimental setups of the baselines, using the same datasets and neural network architectures
for a fair comparison. To approximate the variational entropy (Section 3.4), we use the unconditional
entropy for the experiments, as the conditional entropy is intractable. For the RSBench experiments,
we tried both. We use the linear noising schedule oy = 1 — ¢ for all experiments.

For all experiments, we repeat runs with 10 different random seeds. In all tables, we find the
best-performing methods with bold font. In particular, we bold all methods that are not statistically
different from the highest-scoring method according to an unpaired one-sided Mann-Whitney U test
at a significance level of 0.05. We provide additional experimental details in Section ;. Code is
available at

4.1 RQI1: Scalability of NESYDM

To evaluate the scalability of NESYDM, we consider two NeSy benchmark tasks with high combi-
natorial complexity: multidigit MNIST Addition and visual path planning. We compare to current
approximate NeSy methods that use the independence assumption and are not RS-aware, namely
A-NeSI [81], Scallop [43], and EXAL [85].

Multidigit MNIST Addition. The input x is a sequence of 2 numbers of N digits, and the output y
is the sum of the two numbers, split up into N + 1 digits. The goal is to train a neural network that
recognises the individual digits ¢ € {0, 1,...,9}2" in the input from input-output examples. There
are no dependencies between the digits and the problem is not affected by reasoning shortcuts, so
we do not expect NESYDM to improve significantly over NeSy methods that use the independence
assumption. Still, we find in Table | that NESYDM, which uses a much more expressive model than
the baselines, performs similar to the state-of-the-art approximate method A-NeSI, and is competitive
with exact methods [19, 48]. Therefore, the expressivity does not come at a cost of performance and
scalability in traditional NeSy benchmarks.

Visual path planning. We study the problem described in Example 2. 1. Specifically, we train a
neural network to predict the correct cost ¢; ; at each of the N x N grid cells. Then, we use Dijkstra’s
algorithm to find the shortest path y € {0, 1} *¥, where y; ; = 1 if the shortest path passes through
cell 7, j and O otherwise. Like other NeSy methods, we predict costs with a 5-dimensional categorical
variable ¢ € {1,..., 5} >N, We also compare to I-MLE, the state-of-the-art method that predicts
costs as a single continuous variable [62]. We find in Table 2 that NESYDM significantly outperforms
all baselines on the challenging 30 x 30 problem, including I-MLE. This problem has a combinatorial
space of 5790 and is considered very challenging for NeSy and neural models [65]. On the 12 x 12
problem, we cannot reject the null hypothesis that NESYDM outperforms A-NeSI + RLOO, but it
does have much lower variance, highlighting the reliability of our method.

4.2 RQ2: RS-awareness of NESYDM

To evaluate the RS awareness of NESYDM, we use the RSBench dataset [56] of reasoning problems
that cannot be disambiguated from data alone. We consider two synthetic problems and a real-
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Table 3: NESYDM is a performant and RS-aware NeSy predictor as shown on several tasks from
the RSBench dataset. We report relevant performance metrics for each task, and concept calibration
using ECE to evaluate RS-awareness (see Section for a motivation for this metric). We underline
the second-best-scoring method if there is only a single statistically significant best-scoring method.
The first two methods use the independence assumption. Note that SL does not support BDD-OIA.

METHOD PNPL SL* BEARS [55] NESYDM (ours)
PNP SL  UNcoND H CoND H
5 Accy T 08.244+0.12 99.62+£0.12 99.194+0.12 99.76+£0.00 99.12+0.10 99.12+0.10
I Acct 42.76+0.14 42.88+£0.09 43.26:£0.75 42.86+£0.00 79.41+6.58 71.16+1.77
— ACCyoop?  5.81£007 0.48+021 631110 0.11£0.09  10.940.05 28.44+0.90
Y ACCcoop T 38.97+0.08 38.92+0.11 39.49+1.07 38.88+0.03 57.22+0.49 62.76+ 0.89
Z ECEcipl  69.40£0.35 70.61+0.18 36.81+0.17 37.61+1.22 39.52£5.01  4.18+2.56
= ECEcoop ) 86.67+0.18 87.95+0.14 37.89+2.18 35.99+2.88 35.07+2.67 11.74+ 1.18
o Accy t 70.774£0.45 97.38+£0.31 92.02+3.14 98.67+£0.27 97.52+0.37 98.27+0.44
o Acce T 0.40+£0.04  0.33+£0.05 0.484+0.10 0.19£0.08 0.36+£0.27 20.33%1.33
= ACCyoopT  7.29+0.49  0.05+0.06 1.60+2.04 0.00+0.00 0.00+£0.00  0.02+0.04
2 ACCeoop T  7.50£032  7.07+£0.09 9.36+2.13  6.25+1.46 4.65£0.49 14.25+0.76
E ECEcp |  81.04+1.15 82.18+1.57 28.82+2.19 34.51+1.65 20.93£0.49  2.70+1.21
ECEcoop | 85.44+0.72 86.96+1.15 26.83+ 156 32.61+£3.32 19.13£0.50  5.77+0.98
A MFly 1 63.71+ 1.50 —  60.80+0.11 — 61.67+£0.32 62.63+0.53
2 MFlct 10.4141.90 - 19.25+0.16 — 18.50£0.21 13.77+0.51
ECE, | 38.89+ 1.34 — 16.00+ 0.20 — 18.86E£1.75 21.72+1.83

world task. MNIST Half and MNIST Even-Odd (MNIST E-O) are variations of MNIST Addition
constructed to ensure disambiguation of concepts is impossible. They have OOD test-sets to diagnose
overconfident classifiers. BDD-OIA (BDD) is a self-driving task [87] where a model predicts what
actions a car can take given a dashcam image. NeSy predictors extract high-level concepts from
the image and use rules to predict the allowed actions. We compare to NeSy predictors using the
independence assumption, namely Semantic Loss (SL*) [86] and a standard probabilistic NeSy
predictor (PNPL). We also compare to BEARS, an RS-aware ensemble of NeSy predictors with the
independence assumption [55].

In Table 3, we find that NESYDM strikes a good balance between accuracy and RS-awareness through-
out the datasets. On the MNIST tasks, it attains significantly better concept accuracy than competitors,
both in- and out-of-distribution. Furthermore, NESYDM, especially using the conditional entropy, has
much better concept calibration than both baselines using the independence assumption and RS-aware
baselines. We report additional results on these datasets in Section and find that different majority
voting strategies may improve OOD performance. On BDD-OIA, we find that NESYDM has better
predictive performance on outputs than BEARS while significantly improving calibration and concept
performance compared to PNP- using the independence assumption. Furthermore, we note that,
unlike the baselines, NESYDM is much more scalable as highlighted in Section

5 Further related work

NeSy predictors. The field of NeSy predictors is primarily divided into methods using fuzzy
logics [10, 17, 28, 78] and those using probabilistic logics [6, 43, 52, 80, 86]. Fuzzy methods
implicitly assume a form of independence between concepts, while probabilistic methods can model
dependencies. Previous methods that went beyond the independence assumption mixed multiple
independent distributions, like in SPL [6] and BEARS [55] which is specifically designed for
RS-awareness. Neurosymbolic probabilistic logic programming frameworks like DeepProbLog
and Scallop [43, 52] allow modifying the program to increase expressivity compared to the naive
independence over concepts. However, these methods are built on exact or top-k inference, which is
difficult to scale to high-dimensional reasoning problems like visual path planning when the number
of dependencies grows. Relatedly, DeepGraphLog [34] extends DeepProbLog by using graph neural
networks to model dependencies between concepts, also relying on exact inference. Conversely,
all current methods focussed on approximate inference to scale neurosymbolic predictors assume
independence between concepts [73, 80, 85], hence lacking RS-awareness.



NeSy generative models. A closely related topic is generating from expressive models like large
language models (LLMs) and diffusion models while involving programs and constraints. For LLMs,
this was studied with NeSy loss functions encoding the constraints [2, 3, 13] and with constrained
decoding, for example using sequential Monte Carlo methods [42, 46, 93] and by combining the LLM
with approximations using probabilistic circuits [5, 91, 92]. However, these methods adopt heuristics
to steer the LLM towards a constraint, for instance, by using a pseudo-likelihood formulation [2, 3] or
training an HMM surrogate that approximates the LLM [91, 92]. Instead, for NESYDM we formulate
a principled NELBO, and we do so by exploiting the local structure that diffusion models offer.
Furthermore, some methods tackle constrained generation from GANSs [24, 75, 76], VAEs [58], deep
HMMs [74], and continuous diffusion models [31, 69]. We leave extensions of NESYDM to this
generative setting to future work.

6 Conclusion

In this paper, we introduced NESYDMs, the first method to integrate masked diffusion models as the
neural network extractor in neurosymbolic predictors. We show how to scale NESYDMSs by using
efficient probabilistic reasoning techniques on /ocal unmasking distributions while minimising a
global NELBO that lower-bounds the data log-likelihood. Empirically, we show that NESYDMs
position themselves as one of the best NeSy predictors available that can scale to high-dimensional
reasoning problems while being RS-aware. This is a crucial property for NeSy predictors deployed in
real-world safety-critical applications, as they need to be well calibrated and generalise robustly.

Limitations and future work. The NESYDM NELBO can be extended to incorporate additional
exact inference routines if we can obtain an efficient circuit, e.g., as the tractable representation for
a symbolic program [63]. Otherwise, as argued in Section 3.4, our sampling-based approach relies
on the ability to decompose the output y into separate dimensions to ensure the search in RLOO is
decomposed into independent subproblems. Together, this limits the scalability of NESYDM to tasks
with either efficient circuit representations or decomposable output spaces. Understanding how to
combine these two aspects, or how to automatically (and approximately) reduce a different setting into
one of them, is an interesting and challenging future venue. Two other areas of improvement are our
approach to maximising the variational entropy and the influence of the indirect gradient coming from
sampling from the variational distribution. Finally, we believe studying how NESYDMs extend to
other discrete diffusion models than masked diffusion [9] models is an interesting direction. NESYDM
could even be extended to hybrid diffusion models that involve both symbolic, discrete concepts
and continuous latent variables by using recent work on generating under continuous constraints
[20, 40, 76].
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Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification:
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We have a limitations section in the conclusion.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

» The authors are encouraged to create a separate “Limitations” section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
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* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: All theoretical results are marked, and assumptions stated alongside them.
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* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide all experimental details in Section (5, and additionally provide code
in the supplementary materials. We also give pseudocode for all implemented algorithms.

Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: All data used is open access. We provide links to the code in the paper.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (
) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (
) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: All these details are provided in the supplementary material (Section ().
Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We report standard deviations, and used Mann-Whitney U-tests to compute
p-values for comparing whether the top-performing methods are statistically different from
other methods.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer ”Yes” if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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10.

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We discuss compute used in Section
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics ?

Answer: [Yes]
Justification:
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: Our paper tackles general improvements of NeSy predictors and improving
their reliability. This could be downstream to societal impact, in particular to more reliable
models. However, there are no direct impacts downstream from our research.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification:
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We cite all datasets used, and add licenses to datasets wherever applicable.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets,
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: There are no assets related to this paper. However, we do include code in the
supplementary materials.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification:
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: No LLMs were used in this research except for writing, editing, and formatting.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy ( )
for what should or should not be described.
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A Additional background on masked diffusion models

Here, we will discuss additional background and formalisation of masked diffusion models (MDMs).
This background is used to derive the NELBO of the masked diffusion model in Section and the
loss with arbitrary joints in Section

Forward process details. We first define the continuous-time forward process g(c’ | ¢%), which
masks the data up to timestep ¢ € [0, 1] using the forward process defined in Eq.

c|c Hat + (1 — ay)1[ct = m] )

Secondly, we need the reverse posterior q(c® | ct,c?), which is the distribution of the initial state c”
given the state at timestep ¢ and the final state. Here we assume ¢! is either equal to the mask value m
or to the value of ¢?, as otherwise the probability is not well-defined. The form for each case is (see
[68], A.2.1)

c
g(c® | c',¢®) = [[ale; | ¢, e)) (10)
i=1
q(c; | ¢ = ¢ ) = 1[e; = ¢]] (1)
]- s s
q(ct | et =m, ) = 1_Zt]l Szm}—k%l[cf:c?] (12)

We note that g(c§ | ¢t = ¥, c?) refers to the probability of ¢} condmoned on some value for the
variable ¢ and where the value of variable ¢! equals this value If ¢! indeed is equal to the value of
¢, the distribution deterministically returns that value. If it is masked instead, it either stays masked

or turns into the value of ¢{ with a probability depending on c;.

Additional notation. We let Mot = {i : ¢ = m} refer to the dlmenswns that are masked in c’.
Slmllarly, = {i : ¢} # m} is the set of unmasked dimensions of c'. Furthermore, we will
use c® > ct to denote that c® is a (partial) extension of ct. This means c® agrees on all unmasked
dimensions of ¢! with cf, that is, w = w} for all i € U:. We will also use c® = ¢ to denote that
c? is a complete extension that does not have any masked dimensions. Finally, we use notation such

as cg; , to index c® using the set of indices U, the unmasked dimensions of c’.
[

Reverse process definition. Using pg(c® | ct) (Eq. 3), we can express the intractable generative

model pyPM(c?), for time discretisation 7', as
M) = ) Hpo | ™), (13)
C\ (o) k=1
where the sum over C, ;g iterates over all trajectories ch ..., ¢’ from fully masked ¢! = m to

unmasked ¢*, and s(k) = £=L and #(k) = £ index the timesteps.

Several recent papers [68, 72] proved that this model has a simple negative variational lower bound
(NELBO) under a continuous-time process, that is, when 7" — oo. Given a dataset of samples 0,
this NELBO resembles a weighted cross-entropy loss:

MDM( 0) < EMDM

lng = EtN[O,l],cth(cﬂcO = ci | ) : (14)

’LGM t
Here o = 85‘;’ , q(ct | cV) is computed with Eq. 9, and the cross-entropy term computes the loss on
the factors of the unmasking model pg(¢? | c*). When using the common linear noising schedule,
then oy = 1 — ¢, 24— = — . This bound holds when the unmasking model pg (¢’ | c’) assigns 0

probability to the mask value (zero masking probabilities), and assigns a probability of 1 to unmasked
dimensions (carry-over unmasking), i.e., for all i ¢ M, pe(¢9 = c? | ct) = 1 [68].

23



B Analysis of the output unmasking loss

Here, we will discuss the output unmasking loss £,, in more detail, and relate it to other common
loss functions in the NeSy literature. In our problem setup, we assume a program ¢ : [V]¢ — [V]¥
that maps concepts c® to outputs y°. Then, we defined the WMC in Eq. | as the probability that
some c” maps to y". This constraint can be understood as

Y
1p(c”) =y’ =1 [/\ p(c”); = y?] : (15)
i=1
That is, we can see this setup as actually having Y different programs, and we want each program to
return the right output. Now, disregarding the weighting and sampling, £, is

Y
Ly = log) pe(e®|c' x)1[p(e"); =y (16)
i=1 &0
Y
= logpe() =4} | ¢', %) (7)
=1

This loss is a sum of Y different WMC terms, one for each of the Y different programs. Ly, assumes,
in a vacuum, that these programs are independent, meaning we can sum the losses for each program
independently. How could that be possible?

This is actually a common property of continuous-time losses of discrete diffusion models. For
instance, one can observe the same in the NELBO of MDMs in Eq. !4. There, the goal is to
reconstruct the (masked) dimensions of c¢® independently. In fact, to perfectly fit an MDM, the goal is
merely to perfectly fit each of the C' different conditional data marginals p(¢) | c?) perfectly, without
regard for any dependencies between dimensions [44]. The dependencies for the full MDM are
handled by the iterative unmasking process, which changes the condition at each step. The same
property holds for L, : the dependencies between the different programs are (ideally) handled by
different conditions ¢ at each step.

We highlight that this loss is related to existing loss functions in the NeSy literature. In particular, for
programs that implement conjunctive normal forms (CNFs), this loss is equivalent to the logarithm of
the product t-norm, which is a common loss function in the NeSy literature [10, 78]. More precisely,
if ¢ € {0,1}“ models the C variables of the CNF and y € {0,1}Y the Y clauses consisting of

disjunctions of literals I;; V ... V [ ,, then p(c); = \/f;1 l;; computes the truth value of the ith
clause of the CNF. Under the independence assumption, the probability that disjunction ¢ holds (that
is, whether ¢(c); = 1) is
ki
polyi =1]x) =1—J[(1—pe(li; | x)) (18)
j=1
which is equal to the product t-conorm of the probabilities of the literals. Finally, the logarithm
product t-norm takes the logarithm over the product of these probabilities, implicitly assuming these
clauses are independent:

Y
ELog-product — _ Zlogpo(yi =1 | X). (19)
=1

Note that, outside the reweighting with v, this is precisely what £, would compute for this problem
(Eq. 17).

This equality between Ly, and LL0€Podut holds only for CNFs: for general programs, the product
t-norm is not equal to the probability on the output of a program, unlike the disjunction case. For
example, the different subprograms used in our experiments are not expressed as CNFs. Furthermore,
our setup gives more flexibility even in the CNF case by allowing us to redefine what the dimensions
of y represent. For instance, we can remove the independence assumption between a set of clauses
by defining y; as the conjunction of these clauses. In that sense, it is highly related to Semantic
Strengthening [4], which starts from £-°&Pduct and then dynamically joins clauses by building a
probabilistic circuit to relax the independence assumption. This idea can be directly applied to our
setup, which we leave as future work.
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C Masked Diffusion with Arbitrary Joint Distributions

In this section, we will prove Theorem which states that the NELBO in Eq. also holds for
non-factorised unmasking models pg(¢® | ct). We use the notation introduced in Section / and
Section 2.2. During this proof, we will derive both discrete- and continuous-time versions of the
NELBO. In this appendix, we will use C\ to refer to ¢!/, ..., ¢!, t = & and s = =L This result
is related to the tractability result of [14], namely that in a continuous-time process, the probability

that two dimensions are unmasked at exactly the same time step in [0, 1] is 0.

Theorem C.1. Let pg(c® | ct) be any conditional joint distribution over &° with conditional
marginals pg(C; | c') that satisfy the following assumptions for all i € {1,...,C}:

1. Zero masking probabilities: pg(¢; = m | ¢') = 0.
2. Carry-over unmasking: Given some ct € (V, + 1)0, pe(¢; =cl|ct) =1
3. Proper prior: pg(c!) = 1[c! = m)].

Let pg(c® | c') be the reverse process defined in Eq. > using pg(c® | ¢') instead of a fully factorised
model. Then as T — oo,

oy N
—logp™M(e”) < LYM =By ppijeing | T D logpe(dl =l [¢)] . (20)
B €Mt

Proof. We start with a standard variational diffusion models derivation that closely follows those
presented in [36, 47].

pe(C)
~ log AYPM(®) = —log 3" 6 (C) < ~Fyc e @og(,}
o 0 q(Cyo | %)

Now we reduce the nominator with Bayes theorem and by conditioning on ¢, which is conditionally
independent given c®:

T T
9(Cyo | ¢®) = q(c"" [ %) [ alc’ | ) = q(c"/" | ) [T alc" | c*,c”)
k=2 k=2
21
1/T | .0 d g(c® | e, c%q(ct | ) 1.0 a t .0 .
=ale 1 [ =ae 1) [Late 1€

where in the last step we use that the g(c’ | ¢®) and ¢(c® | c°) cancel out in the product over ¢,
leaving only ¢(c! | ¢, c?). Filling in Eq. *,

T s
_ ]E 1 pe(co ‘ CI/T)p(Cl) Hk=2p9(c | ct) 22
= THa(Cyole?) | 108 (cl | c) T s | ct. O (22)
q Hk:2q(c |C,C)
T s t
p(ch) [[;—2po(c® | c’)
=-E <0y | log pe(c® /Ty + log + log (23)
(I(C\O‘ )[ ( ‘ ) q(cl | CO) HZ=2 q(CS | Ct,CO)
T
= Ey(c1/71e0) [ —logpe(c” | /T) |+ EyrerenKL[g(c® | ¢, ") [po(c” | )] +G  (24)
k=2 Lunm, T, unmasking loss at timestep k
Lec,7: reconstruction loss
where G = E(c1|c0) log qa(lic‘lc)o) is a constant and equal to 0 if p(c!) = 1[c! = m].
Lemma C.2. Using the assumptions of Theorem (.1, for any integer T' > 1,
Lrce,r = Eyc1/7)co) [~ log pa(€” = ¢’ | /M) (25)
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Proof. First note that, using Eq. 12,

1-— apg —
a(e) | i/ =m, &) =1} = m] + =—L1[e} = ]
1—ayr 1—ayr
1-1 l-«o
= -0+ YT = 9] = 1[0 = ¢]
1-— O‘l/T 1-— al/T
since no elements of ¢® are masked and oy = 1 by definition, and so combined with Eq. | |, we get

g(& | e’ @) = 1[e9 = ). Therefore,

~ T ~
IEq(cl/Th::O)[_ logpg(co | cl/T)] = IEq(a::l/T|c0) [_ logZpg(co | cl/T) Q( 3 | Cl/ 70?)‘|
So

= mo

= Eg(c1/7)c0) [ logzpe & [ M) 1le) = 6?]]
i=1
= Eyer/7)c0) [~ IOgPe(C =c’ | /7]
Where we use that the only nonzero term in the sum is when ¢® = c. O

Next, we focus on Lynm, 7,k in Eq. 24. The standard derivation of the MDM NELBO in [68] computes
the dimension-wise KL-divergence between the forward and reverse process, and then sums. This is
not possible in our setting because we assume arbitrary joints for the unmasking model, and so the
KL-divergence does not decompose trivially.

Lemma C.3. Using the assumptions of Theorem .1, for any integer T > 1 and k € {2,...,T},
Lunm,T,k = }Eq(cﬂco)KL[Q(cs | Ct7co)”p9(cs | ct)]

26)
=0 0 t (
= Eq(cs’ct‘co) — logpg(Cch\Uct = CUCS\Uct, | (¢ )
Proof. We first consider what terms in the KL-divergence in Lynm, 7,1 are nonzero. First, note that
c! needs to extend c® (i.e., ¢ = c’) as otherwise g(c® | ¢!, ) = 0 by Eq. | I. Next, the unmasked
dimensions in ¢ need to be consistent with ¢ by Eq. |, in other words, c® = c®. Then, the | Ms
dimensions that stay unmasked get a factor of }:gi , while the | M| — | M, | dimensions that become

unmasked get a factor of ‘11_7_5; Assuming ¢ >=© c?, we have

1o ) | Mo . [Mt|—|Mes | e 0 s .
q(c?® | ct,co) = (kozt) ( I—ay ) ifc’ = c® = c, 27
0 otherwise.

Filling this into the KL of Lynm, 7k,
Eq(etleo)KL[g(c® | ¢, c”)[lpa(c® | ', )]

:Eq(ctlc()) Z q(c? | c'f7 CO) log

cO=cs>ct

q(c® | c',c”) (28)
> e Pa(€l | ct)g(ce | ct,e)

Now because of the carry-over unmasking assumption, we know that the only ¢°’s getting positive
probabilities are those that extend ct. Focusing just on the log-ratio above and using Eq. 27 and

Eq. |2 we have
Ms Mt |—|Mes
1—ay I c ‘ as—ay ‘ ctl | c ‘
1—ay 1—ay
7]

~0 ¢ 1—a “\/[c*“ as—ay ‘McilflMc**‘ -0
—_ =S =s =t J—
Zeotct po(c? | ct) (1,%) ( T—oy ) 1€Ues \Uot 1[¢} = c;

—log > pe(@ ) ] e =1=—log Y pe(e|c")

&0>ct 1€Us \Ugt e0-cs

log
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since the ratio’s involving o; and v, are independent of ¢ and can be moved out of the sum, dividing
away. Then note that [T, .\, 1] = ¢;] also requires that ¢” extends c®.

Giving the denoising loss:

Eunm,T,k = IEq(c‘|c0) Z _q(cs | Ct7 CO) IOg Z p9<60 | Ct) (29)

cO>cs>ct cO»>cs

= Eg(cs ct|c0) — log Z pg(éo | ct) = Eq(cs ct|c0) — logpg(é%cs = CECS | ct) (30)

&0-cs

= Ey(es etfe0) — 108 p0 (€, = €47, v, = Clov., | €) 31)

— Eq(eeorjer) — logpo(&y, = by, | o€ o, = cher, | ) (32)

= Eg(cs ct(e0) — logpg(éoch\Uct = C?Jcs\Ucf, | '), (33)
where we use the carry-over unmasking assumption twice. In Eq. 33, we use that pg(é%ct = c@ct |
c’) = 1 because pg(¢} = ¢ | ¢') = 1forall i € Uc, and so the joint over the variables €7, ,
must also be deterministic and return cgct. Similarly, in Eq. 32, we use that éOUct is conditionally
independent of 6%63\[]& given ¢! since the support of EIOch, has only one element. O
Combining Eq. 24 and Lemmas and .3, we get the discrete-time loss:

LM :Eq(c%|c0)[_ logp(e® = | ¢T)]+

T o . 34)
Z]Eq(cs,ctk:o) |:_ IOgPG(Cch\UCt = CSch\UCt | c ):| :
k=2

Do (é(l)fcs\Uct = c%cs\Uct | ct) is the marginal probability of the newly unmasked dimensions in

c®: Ugs \ Uct. Therefore, computing the discrete-time loss requires being able to be compute
conditional marginal distributions over multiple variables. Of course, this is tractable for fully
factorised distributions, in which case it’s just a product of individual marginals [68]. This loss can
be estimated by sampling pairs c® and c?, and can be further simplified depending on the form of pg.

Next, we consider L7 as T — co. We will show that this allows us to marginalise out ¢®, reducing
the variance. We will do this by considering the two loss terms individually, and letting 7" — oc.

Lemma C.4. Using the assumptions of Theorem (],
lim Loeer = 0 (35)

T—o0

Proof. Recall that in discrete time this is equal to (see Lemma (.2)
ACrec,T = Eq(c%|c0) - Ing(éO = CO ‘ C%) (36)

Note that q(cg/T =m|c)=1- ai . Then, limr o a1 /7 = lim;_,0 z = 1 by continuity
and monotonicity of a4, giving limz_, o q(cg T —m | ¢?) = 0. Therefore, asymptotically, for all

c!/T = 0, we are left with a term that tends to 0 and a constant term independent of 7', meaning the

only relevant element of the sum is ¢'/7 = c%:
lim Y~ —g(c/" | ”)log > pe(& | /") = lim —log ) pe(e”|c’)  (37)
T—o0 T P T—o0 20
=—log» pe(e”|c’) =logl=0 (38)
co
where we use the carry-over unmasking assumption to get the last equality. O

Lemma C.5. Using the assumptions of Theorem (],

/
Qg

D logpe(d) = | ¢')] (39)

1€M ¢

T—o0

o0
lim ;Eunm,nk = Et~(0,1]q(ct|c0)[1 o
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Proof. Instead of having a sum over 7' — 1 timesteps, each computing a KL, we will now sample
some t ~ {%, .., 1}, redefining s := ¢t — % Then, we will weight the result by 7' — 1. Using
Lemma C .3,

lim £unm,T
T—o0

= Jim By gy e [(T = DKLg(e® | ¢!, %) pa(e® | ¢!)] (40)

=K 0,11 Eq(et|c0)[— Z TIEY;O(T —1)g(e® | ', c?) logpa(éOch\Uct = c?]cs\Uct | ).
cOxcsct

(41)

. 0 t t 0 1—a |]uc'5‘ ae—a |Mct‘ |Mc'5|
Assuming that ¢’ > ¢® = ¢, recall ¢(c® | ¢!, c) = (17a:) (ﬁ) , and assume

at least one dimension becomes unmasked: |Mc¢| — | M=

we get
1 —« ‘Mcsl s — oy |cht‘7‘Mc5|
lim (T — 1)g(c® | ¢!, c%) = lim T( > ( - ) (42)

> 0. Then, using that limp_, o, % =1,

T—o0 T—o0 1— oy 1—oy
Tl — o\ Mt =1 Mes 1
ST G O (o 43)
T—o00 1-— (677 1-— Ot

Next, using that ozt is differentiable, consider the first-order Taylor expansion of « around ¢ to evaluate
ot g = oy — 20y + O(5). Then T(as — ) = T — 0} 4+ O(72) — oy) = —a + O().
And so lim7_, o T(ozs — o) = —af.

Now 1f | Mct| — | Mes| > 2, then the following term appears: T'(cg — )% = T(——at +0(4))? =

a 2
T (% - O(75)) = % + O(75). And so limp_o0 T — ) = limp 00 H + O( 72
Therefore, the only c¢® in the sum with a non-zero contribution are where | Mt| — | Mecs| < 1, that is,
)

when c¢® unmasks at most one dimension of c!. When no dimensions are unmasked, ¢(c® | c?, c’) =
and if c¢* unmasks one dimension, we have ¢(c® | ¢, c’) = —a}.

)

If ¢® does not unmask any dimensions, then there are no variables in 6% A\Uos to compute the
probability over in — log pe (¢}, AU = CUU, | ¢t), giving probability 1 and a term equal to
0. Next, if ¢® unmasks only dimension i € M such that ¢{ = ¢, then pg(é%ﬂs\Uct = Clp\ U |
') =po(& =} | ).

Therefore,

lim Z £unm T.k = £MPM _EtN(O 1lq (Ct|co

T—o0

Z logpe (&) = ¢ | )] (44)

ZGM t

O

Summing Lemmas and completes the proof of Theorem . 1. O

D Neurosymbolic diffusion models: formal definition and NELBO derivation

In this section, we will formally define derive the NELBO for neurosymbolic diffusion model.
Throughout this section, we assume the same notation as in Section /. We refer to the graphical
model in Fig. 2 to set up the model and the notation.

D.1 Formal model definition

First, we will define the discrete-time data log-likelihood. We let C be the trajectory of partially
masked concepts over timesteps cV, c%,c%, R c%,cl, and similarly Y\ (o) is the trajectory
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x conditioning forward ¢ ------- > reverse pg ——>

Figure 2: Probabilistic graphical model for neurosymbolic diffusion model. The forward process
g, indicated by striped arrows, masks both concepts c and outputs y. Since only y is observed, a
variational distribution gg has to predict ¢’ from y° and x. The reverse process, with regular arrows,
unmasks both concepts ¢ and outputs y, transforming concepts into outputs at every time step.

12 T_1 S . . . .
yT,yT,...,y T ,y' Marginalising out all latent variables according to the graphical model in the
bottom of Fig. 2, we define the data log-likelihood p)*SYPM(y? | x) of outputs y given inputs x as:

T
gESYDM 0 | x) = Z Z ,yl) Hpo(cs(k) | Ct(k),X)pg(ys(k) ‘ cs(k),yt(k)7x). 45)
Y\(03 C it

b

Here, pg(c® | ¢!, x) and pg(y*® | c®,y?, x) are defined as in Section

First, we define the conditional program @y as the program ¢ that maps concepts to outputs, but

always returns y! if dimension 4 is unmasked in y*. To be precise,

~0 .

-0 o(c%); ifyl=m
Pyt (€7); = { : . (46)

HERT W ity #m
We need this definition in Eq. 4 to ensure the output unmasking model satisfies the carry-over

unmasking assumption from Theorem

Next, we define
pe(¥° |’ y",x) Zpo | ¢*,%)L[pye () = §°) (47)

as the output unmasking model such that the MDM defined as >0 po(¥° | ¢*, x)q(y* | y*, ¥°) is
equal to pg(y* | c*,y?, x) as defined in Eq.

ZPB | x)aly® | v5,5%) =D D pe(@ | ¢, x)L[py: (€°) = 3°la(y" | v',5°) 48

yO &°
—Zpe ¢, x)a(y" | v' oyt (&) = pa(y® | ¢, ¥, %).
(49)

Note that pg(y* | c®,y%, x) does not decompose into a product of marginals, requiring the new
results in Section C rather than the standard MDM NELBO derivation.

To be able to use Theorem and the other lemmas in Section C, we need to ensure that the
output unmasking model satisfies the assumptions of Theorem . Since g+ maps completely
unmasked concepts to completely unmasked outputs, it satisfies zero masking probabilities. Further,
the carry-over unmasking assumption is satisfied, since for any unmasked dimension i € Uy« and
any concept €”, ¢y (€%); = y! by Eq. 10 and hence pg (79 = y! | ¢, y',x) = 1. Importantly, the
carry-over unmasking assumption would not hold if we used ¢ (€°) instead of ¢y« (€°) in Eq. /7, and
we would not have been able to use the results in Section
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D.2 NELBO derivation

Theorem D.1. Let pg(¢® | ct,x) be a concept unmasking model with zero masking probabilities
and carry-over unmasking as defined in Theorem (.1, ¢ : [V¢|¢ — [Vy,]¥ be a given program,
qo(c’ | y°,x) be a variational distribution, and o be a noising schedule. Then we have that the

data log-likelihood as T — oo is bounded as limr_, . — log py™ "M (y? | x) < Lxgsypm, where

!
Qy

> logpe(@ =] [ c'.x)

€Mt

Exesyom =Frec(o1)q0(e0 et bxy?) | 77 o

Le:

v (50)
+a; > log ) pe(e” | ', x)L[p(e); =y
i=1 20

— Hlgo(c" | y",x)]
—_———

Lyq): Variational entropy

Ly Output unmasking loss

Proof.
—log pp*""M(y° | %)
pe(C,Y | x) (51)
= —log po(C,Y | x) < —E 0 x {log
;\OEC: ( ‘ ) 96 (C, Y \0ly?,x) q¢(C7Y\o | yO,X)

Next, we again use the trick from Eq. 2 |, both for C and Y, and we expand the model pg following
the graphical model in Fig.

1 1 T
po(c®,y? | eT,yT, x)p(ct,y")  [Ii_,pe(c’,y® | c\y!,x) ]

= Ego(c,Y\0ly0x) | 08
40 (G ¥ oly ”‘)[ go(ct,c® [ x,y0)a(y" [¥°) [T/, a(cs | et,cO)qly | yt,y°)

1
= qu(c0|x,y0) [Eq(y%yo) |:* Ingﬂ(yO ‘ CoayTﬂX)} 7Eq(c%|c0) [1Og

po(c? | c%,x)]

Lrec,y,T: y0 reconstruction R i
Lrec,c,7: € reconstruction

T

> Eyerteny [KLlg(e? | !, <) lpo(e” | ¢!, )] |+
k=2

Lunm, e, T,k € unmasking

+C

Eg(eytier y0) [KLIa(y* | ¥, 5" Ipo(y* | ¥, ", )] |

Lunm,y,T,k: Yy unmasking

1

m Ay! = m)], which is true by assumption.

is a constant and equal to 0 if p(c!,y!) = 1[c! =

Discrete-time NELBO. Next, we use Lemma to rewrite Lrec.y,7 and Lrec ¢, 7. Then, the first two

terms are the reconstruction losses for y” and c® respectively, and the third term is the entropy of the
variational distribution.

~ 1
—logpe(7° =y" | co,yT,X)} +

Lreey 1 + Lreee T =Egg(e0)x.y0) lEq(y% y©) [

(52)
E o cHreo) [— logpe(c® = ¢’ | c%,X)} +1log go(c” | yO,X)],
Similarly, using Lemma , we have the as
T T
S Lumerk =3 Egofed es et eyo) { —logpe(&. o, = cip, | x)} (53)
k=2 k=2
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For the output unmasking loss Lynm y, 7, again using Lemma , we have

T

T
Z Lunm,y, Tk = Zqu(c57yS,yi\x7y°) - IOgPH(S’?Jys\Uyt = y?]cS\Uct | ¢, vy, X)} (54)
k=2 k=2

Summing Eqgs. 52 to 54, we get the discrete-time NELBO.
Continuous-time NELBO. Using Lemma twice and adding the entropy of the variational
distribution in Eq. 57, and then using Lemma twice, we get the continuous-time NELBO:

/

’ (6] o
NESYDM Etm[O,l],qe(co,ct|x,y0)[1 ta ( Z log pe(¢2 = ¥ | !, x) +
T Niemy,

L: Concept denoising loss

Eqyiiyr) Y logpe(d =) | Ct,yt,X)>

€Mt

(55)

— Hgo(c’ | ¥, x)] .
—_— —

Ly[q): Variational entropy

Ly Output denoising loss

Next, we will further simplify the output unmasking loss £, with a Rao-Blackwellisation to get the
form given in Theorem 3.1. Using Eq. 47,

Ly =Eiv[0,1],90 (v* ¢t x,5°)

P=u | eyt X)]

L ZEJW t

:EtN[O)que(yt’ctlx,yO) 1 "o Z log Z Zpg | ct , X ]l[(pyt (60) = 5,0]‘|

P€EM, . §9,50=y0 &°

:EtN[O)que(yt’ctlx,yO) 1 e Z IOgZpg | ct X Z ]l[gpw (60) — 5,0]‘|

1EM ¢ e0 ¥0.59=y9

=Et[0,1],0 (et Ix,y0)a(y*Iy°) [ > 10g2pe | ¢, xll[eayt(éo)izy?]]7

'LE]W t

where in the last step we use that only a single y° satisfies Dyt (€) = y9, and it appears in the sum
only if exactly that ¥ has 3 = y?, and the conditional independence in Fig. ? of y* and c! given y°.

Next, define the following inductive hypothesis based on the value of Y:

Y
Ly =Bt (0,11 Bqp (et x.y0) [04 > log pe(@ | ¢!, x)1[p(e%); = y?}] : (56)

i=1 c0

Base case Y = 1: The only elements in the support of ¢(y* | y°) are y¢ = »? and y} = m. If it is
y? (probability c;), the set of unmasked values is empty, and so the loss is zero. If it is m (probability
1 — o), the only masked dimension is ¢ = 1. Furthermore, there are no unmasked dimensions in v,
hence ¢y« = ¢ and so the loss is

Ly =E(0,1Eqq(ct 1) lat log > pe(&” | ¢, x)1[p(e): = y?]} :

co

Inductive step Y > 1: Assume the result holds for Y — 1. Like in the base case, q(yt = y¥ |
y%) = oy and q(yt, = m | y°) = 1 — ay. Then, let y* denote all variables in y* except 4., and we
assume the inductive hypothesis holds for y¢. We again consider the two cases: Either y¢, = ¢ with
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probability o or % = m with probability 1 — .

o -
Ly =Erno.1Ban(eryix) | 7o 2 logzps | %) Loy (&%); = w1

zEJW +
At atat -0 0
ZEm(o,l]]Eqa(ctx)[ZcJ(y |y%) ( > logZpe | ¢ %)Ly ()i = uy]
¥t zeM,
(A —a)at ] &0 1 et )1 oer (€0), = ¢/0
et 0 log ) pe(e | ¢ x) Loy (&) = uf)]
¢ €My U{Y'} co

Note now that the second term contains the same sum over the i € My as in the first term, but in
addition it contains the dimension Y. We next move the other terms into the first term, leaving with a

¢’ | ¢, x)1 g (€%); = 1)

Ly :Et~(0,1]]qu(c‘\x) [ZQ(yt ‘ y (

yt ZEM t

+atlog Y pe(e” | ¢, x) 1y (%)y = y%’z])]

co

Next, we apply the inductive hypothesis to the first term. After, note that the second term is
independent of the value of y* as the result of ¢+ (¢”)y does not depend on y*.

Y-—-1
Ly =Etn(0,11Eg (et x) [04 > log > pe(E” | ¢, x) L[y (€%); = uy]
i=1 co

+Z q(¥" | y° O‘tIOgZPG | ¢',%) [Wyt(éO)Yzygf]]

=B (0,11 Eqq (ct %) [04 D log > pe(E | ', x)1[p(e); = y?}] ;

i=1 o

completing the inductive proof.

Finally, replacing Eq. 56 for L, in Eq. 55 completes the proof. O

E Gradient estimation details

In this section, we provide additional details and formalisation on our gradient estimation procedure,
extending the discussion in Section
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Given some input-output pair (x,y") ~ D, the gradient of the loss is given by [70, 82]

VoSV~ VgHlge(< | x,¥")]  +

Gradient of variational entropy Vg Lyq)

Z Vo logpe(&) = c? | ¢, x) +
ZGI\/I{

Etn10,1],00 (c?,ct|x,y0)

1—a

Gradient of VeoLlc

Y
o ZlogZVope(éo | ¢',x)1[p(€%); = y7] +

Gradient of output unmasking loss Vg Ly,

S

i1 Le(e)i =y 0 0
<1a Z logpe (&) = ¢ | ', x +at210g 5 Velogge(c® | x,¥")

261\4 t

Indirect gradient from sampling from variational distribution (ignored)

Monte carlo approximation We will use a monte carlo approximation to estimate this gradient. We
first sample a single ¢ ~ gg(c’ | x 'y Y), t ~ [0,1], and then a single c! ~ g(c’ | c°) using Eq.
Finally, we sample S samples ¢?, ..., ¢% ~ pg (€’ | ', x) to approximate the gradient of the output
unmasking loss £, with the RLOO estimator [38]. Alternatively, one could use probabilistic circuits
to compute this gradient exactly [50, 86].

Indirect gradient. The indirect gradient arises from the expectation over the variational distribution
which depends on the parameter 8. This term has high variance in a monte-carlo estimator. Firstly,
the vanilla score function estimator is known to have high variance, especially without additional
variance reduction techniques [59]. However, the reward, which is given between the large braces,
is doubly-stochastic: it depends on sampling ¢, c?, and €°, ..., &%, making it an inherently noisy
process. Furthermore, when using the variational distribution as defined in Section 3.3, the score term
Ve logge(c® | x,y°) is itself a NESYDM for which computing log-likelihoods is intractable, and
thus we would require additional approximations to estimate it. Because of the variance, intractability,
and to keep the algorithm simple, we ignore the term altogether.

Therefore, our gradient estimate g is given by

/
Y [ ~ !
g :EC . —tat Z Vo logpe(&) = c? | ¢! x) +E VeHga(c” | x,y%)] +
PE€M Choose estimate of Vg L[4
VoLe
) S (57)
~ ~ .
2 5oty 2 (Le@)i = uil = 1) Vo logpe(@] | )
i=1 vi=1
Consistent estimate of Vg L,

where p1; = 5 Z =1 Le( ) = y?] is the empirical mean of the constraints, and 7., yu and v, are

weighting coefficients. We keep 7y = 1, and tune the other two. Additionally, inspired by the local
step approach of [32], we average over dimensions rather than summing to stabilise hyperparameter
tuning among different problems. This is especially useful in experiments with variable dimension
size such as MNISTAdd and Warcraft Path Planning. We discuss how we estimate the gradient of the
entropy of the variational distribution in Section

Estimate of VoL, Next, we derive the consistent gradient estimator for VL, using the RLOO
estimator [38]. Assuming we have some x, y?, ¢t and ct, and using the score-function estimator, the
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gradient of the loss is given by

VoLly _atZVglogZpe | ', x)1p(€"); = v

—a, Z >z Vepe(c ¢’ | ¢, x)1[p(e%); = y?]

> e pe(€ | ', x)1[p(e0); = yy]

> e01o(€ | ¢, x)1[p(e°)i = ¥V logpe(c® | ¢!, x)
tz ]Epe(COIC‘ x)[ [‘P( )z:yi]]

— EY: Epe(éo\cf,x)[]]-[@(é )’L = yz]ve 1ng9(éo | Ctvx)]

- = (58)
' i=1 EPS(EU\C‘,X)[H[@(CO)I' = y?]]

Both the numerator and denominator are expectations under pg(¢® | c?,x) of the constraints. A
consistent (but not unbiased) estimator is given by sampling S samples €7, ..., ¢% ~ pg(c? | ¢!, x)
and taking averages at each of these 2Y expectations separately. Then, we will use RLOO as
a baseline to reduce the variance of the numerators. A baseline is a constant b, where we use
that for any distribution pg(z), E,,(»)[6Velogpe(x)] = 0, and so by linearity of expectation,

Epg (@) [(f(z) = b)Velogpe(x)] = Ep,2)[f(2)Velogpe(r)]. Since we are using S samples, we

choose for each sample (:? and dimension ¢ the baseline b;; to be the empirical mean over the

other samples, leaving one sample out: b;; = = > (g )i = y2]. Then, (L[(c)); =
y7] — bij)Velogpe(€) | c',x) is an unbiased estimator of the numerator. Finally, we average over

the S different estimators obtained this way to derive the RLOO gradient estimator as:

Epo(e0lct ) [12(€7)i = 47 ]Ve log pa (€’ | ¢, x)]

s
QE; =y7] — bi;) Ve logpe (€] | ¢, x)
i( — bt "éﬁé_%lﬁ e )"yl]>velogpe<eg|c%x>
:Jz:(S]l -—yZ]S(SZ_le)l [o(& )'_yl]>vglogpg(é§?|ct,x)
i D)i =] — i) Ve logpe(e) | c*,x) (59)

J:1

Combining Egs. 58 and 59 gives the gradient estimator:

V@‘Cy ~ gyo (60 Z — 1 Z - yz} Mz) Vo 10gp9<69 | CtaX)
=1 J=1

(60)

Full gradient estimation algorithm. In Algorithm |, we provide the full algorithm for estimating
gradients to train NESYDM. The algorithm proceeds by sampling c from the variational distribution,
and then sampling a partially masked value c‘. We then compute the gradients of the three individual
losses using Eq. 57. This requires sampling .S samples from the unmasking model, which is done in
line 5. Finally, we weight the gradients appropriately and sum them up.

F Sampling details

We use the first-hitting sampler [94] if the configured number of discretisation steps 7" is larger or
equal to the dimension of the concept space C'. Otherwise, we use a T'-step time-discretisation of the
reverse process [68].
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The first-hitting sampler in Algorithm 3 randomly samples the next timestep to unmask at. There,
it randomly selects an index to unmask using the concept unmasking model. Note that o1 is the
inverse of the noising schedule. Since we do not provide the temperature to our neural networks, this
sampler is, in practice, a concept-by-concept decoding process similar to masked models like BERT
[23, 94].

Algorithm 3 First-hitting sampler for pg(c® | x)

1: Input: x, unmasking model pg(¢° | x, c?)

20t+1

33 cl=m

4: for k < C to 1do

5: s+ a 11— ¥u(l —a;)), where u ~ U(0,1) > Select next timestep to unmask at
6: i ~ Uniform(Mgx) > Select a random dimension to unmask
7: c®+ct

8 cs ~ pe(e? | x,ct) > Sample the unmasked dimension
9: t< s

10: Return c’

Instead, the time-discretised sampler in Algorithm 4 samples a completely unmasked sample ¢° from
the unmasking model at each timestep, then samples ¢® from the reverse process in Eq. |0 to obtain
the next timestep. When sampling from the reverse process, the algorithm remasks some of the newly
unmasked dimensions in ¢°, while keeping the unmasked dimensions in ¢’ fixed.

Algorithm 4 Time discretised sampler for p(c® | x)

1: Input: x, unmasking model pg(€” | x, c?), number of discretisation steps T

2:cl=m

3: for k< T to 1do

4: ¢ ~ pp(e? | x,c) > Sample from unmasking model
5: ¢ ~q(c®|ct,c® =¢eY) > Sample from reverse process in Eq.

6: Return c”

F.1 Sampling from the variational distribution

We adapted the two samplers above to sample from our model conditioned on the output y°. We use
a simple resampling approach as described in Section .3, which we elaborate on here. First, we
recall the relaxed constraint for 3 > 0 as

Y
5@ | y%) = exp(—8 Y 1[p(&%); # Y]). (61)
i=1
Then, we define the distribution to sample from as
q0(€° | x,c",y°) x po(€® | x,c")rp (e’ | ¥°). (62)

Since we cannot tractably sample from this distribution, we use self-normalised importance sampling
[12]. In other words, we sample K samples from the unmasking model, compute the relaxed
constraint for each sample, and then normalise these values. Finally, we sample from the renormalised
distribution. We provide the full algorithm in Algorithm

We note that the distribution pg(c® | x, c*) does not appear in the importance weights. This holds
because we are sampling from it, thus it divides away in the computation of the importance weights.

We implement this algorithm in the two samplers as follows. For the time-discretised sampler, we
replace Algorithm 4 of Algorithm # with Algorithm 5. Together, this is the algorithm used in [29].
For the first-hitting sampler, we replace Algorithm > of Algorithm 3 by first calling Algorithm 5 to
obtain some ¢°, and then returning the ¢-th dimension E?.

Relation to Markov Logic Networks. The distribution in Eq. 62 is similar to a Markov Logic
Network (MLN) [67]. Particularly, the formulas of the MLN are (1): the different constraints
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Algorithm 5 Self-normalised importance sampling for gg(¢° | x, c?, y")

1: Input: x, y?, unmasklng model pg(€® | x, c), number of samples K

2: ¢9,.. c?( ~ pg( | x,ct) > Sample K samples from unmasking model
3 w; = 7'5( | y9), for all i € (K] > Compute importance weights
4: Z = Zfil w; > Normalisation constant
5: i ~ Categorical (%) > Sample from renormalised distribution
6: Return ¢!

1[¢(e®); # y?], each weighted by —3°, and (2): the unmasklng model pg(c® | x, ct), defined with
formulas 1[ct = 9] and weight log pg( = ¢ | x,c'). In particular, this means that ¢°’s that
Vlolate constralnts st111 have positive energy. However the energy exponentially shrinks by a factor of

W() for each violated constraint. Since we use rather high values of S > 10, the resampling step in

Algorithm 5 is extremely likely to pick the sample that violates the least number of constraints.

Numerically stable implementation. In practice, computing Eq. 61 in Algorithm 1s numerically

highly unstable if multiple constraints are violated. Then, the reward is equal to exp(l 37 where [ is

the number of violated constraints. PyTorch floats are roughly between exp(—104) and exp(88),
meaning that for 8 > 10, the reward underflows at [ = 8. First, we note that when sampling from
the reweighted distribution in Algorithm 5, probabilities are computed as the relative proportion of
the rewards. Therefore, we can simply rescale all rewards by a constant factor to ensure they do not
underflow or overflow. Particularly, we redefine the reward as

S G )]

Here, L > 0 acts as a scaling on the reward as 75 1, 7(€° | y°) = 75(e° | y°) exp(L) if the max is
not active. U > 0 acts as a floor on the reward such that samples that violate many constraints still
have non-zero probability, even if it is extraordinarily unlikely. We fix U = 100 to remain in the
floating point range. Note that this is ever so slightly biased as it will over-estimate the probability
of the samples that violate the least number of constraints. However, this bias is very small as the
probability of choosing these samples is extraordinarily low.

We want to choose L to maximise the range of the reward among the samples without overflowing.
Within this range, the differences between the samples that violate the least number of constraints is
most important: these are the samples we are most likely to choose. Our intuition is as follows: we
set L to the average number of violated constraints among the samples in Algorithm 5. However,
if this would overflow the best sample, we instead set L such that the best sample has a reward of
exp(M), where M = 70 to prevent overflow. Therefore, we choose

L= mm(ﬁtZZH #yz}M+mmﬂtZJI #yJ) (63)

1:=1

G Experimental details

NESYDM is implemented in PyTorch. We used RAdam [45] for all experiments except for MNIST
Addition, where we used Adam [35]. We did not compare these optimisers in detail, but we do
not expect this choice to significantly affect the results. Furthermore, we used default momentum
parameters for both optimisers. For all neural networks used to implement the unmasking model
pe(c? | x, '), we did not pass the current time step ¢ to the network, as previous work found minimal
impact on performance for doing so (Appendix E.5 of [68]).

For all experiments, we used GPU computing nodes, each with a single lower-end GPU. In particular,
we used NVIDIA GeForce GTX 1080 Ti and GTX 2080 Ti GPUs. All our experiments were run
with 12 CPU cores, although this was not the bottleneck in most experiments. On the GTX 1080 Ti,
our experiments took between 1 and 17 hours, depending on the complexity of the task and number

2Unlike MLNs, we sum unsatisfied constraints rather than satisfied ones to ensure 73(€° | y°) € [0, 1].
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of epochs. The project required extra compute when testing different variations of the model, and by
performing hyperparameter tuning. For repeating our runs and hyperparameter tuning, we further
expect around 600 total GPU hours are needed.

G.1 Hyperparameter tuning

We list all hyperparameters in Table 4. We perform random search over the hyperparameters on
the validation set of the benchmark tasks. For the random search, we used fixed ranges for each
parameter, from which we sample log-uniformly. For the parameter 5 we sampled uniformly instead.
We used a budget of 30 random samples for each problem, although for some problems we needed
more when we found the ranges chosen were poor.

Several hyperparameters, namely the minibatch size, S, K, T" and L, are compute dependent, and
we keep these fixed when tuning depending on the compute budget and the problem size. The
hyperparameters we do tune are the learning rate, v, vy, and 5. We found that low values of ~.
were usually fine, and that for large enough 3 above 10, its value did not matter much. Therefore, the
most important hyperparameters to tune are vy and the learning rate, for which the optimal values
varied between problems significantly. For an ablation study on the influence of the value of the loss
weighting hyperparameters, see Section

Table 4: All hyperparameters used in the experiments, and rough recommendations for some of their
values. We recommend at least tuning learning rate, and <y and . to some extent (leaving 7, at 1).
Some hyperparameters are compute dependent, and higher is always better for reducing gradient
estimation variance (S, K, T) and majority voting quality (L, T').

Variable | Recommendation Description Range Definition
— (0.0001,0.0005) Overall learning rate Rso —
— —  Minibatch size N —
— — Epochs N —
Yy 1 Weight of R>o Eq.
Ye 1075  Weight of output unmasking loss R>o Eq.
YH (0.002,2) Weight of variational entropy R>o Eq.
153 10  Penalty in soft constraint R<o Section
S >4 Number of RLOO samples N Eq.
K > 2 Number of SNIS samples for gg N Section
T > \@ MDM discretisation steps N Section
L > 8 Number of majority voting samples N Section

G.2 MNIST Addition

We use the LeNet architecture [41] for the neural network architecture as is standard in the NeSy
literature [52]. As there are no dependencies between the digits in the data generation process,
making the neural network conditional on partially unmasked outputs is not useful: merely predicting
marginals is sufficient. Therefore, we ignore the conditioning on ¢! when computing pg(¢ | cf, x)
in Eq.

Since there is no standard dataset for multidigit MNIST addition, we use a generator defined as
follows: for some dataset of MNIST images, we permute it randomly, then split it into 2NV parts
and stack them to obtain the different datapoints. This ensures we use each datapoint in the dataset

exactly once, ending up in [ %33 | training datapoints.

We tuned hyperparameters in accordance with Section (5. 1. Since MNIST has no separate validation
dataset, we split the training dataset in a training dataset of 50.000 samples and a validation dataset
10.000 samples before creating the addition dataset. We tune with this split, then again train 10 times
with the optimised parameters on the full training dataset of 60.000 samples for the reported test
accuracy. We tune on N = 15, and reuse the same hyperparameters for N = 2 and N = 4. For the
number of epochs, we use 100 for N = 2 and N = 4 as an epoch is more expensive for smaller N
and because N = 15 requires moving beyond a cold-start phase. We found all 10 runs moved past
this phase within 100 epochs, but needed more time to converge after.
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Table 5: Hyperparameters for MNIST Addition and Warcraft Path Planning.

Variable \ MNIST Addition Path Planning
learning rate 0.0003 0.0005
minibatch size 16 50
epochs N =4:100, N = 15: 1000 40
Ye 2.107° 10—°

YH 0.01 0.002

Yy 1 1

153 20 12

S 1024 12 x 12: 16, 30 x 30: 4

K 1024 12 x 12: 4,30 x 30: 2

T 8 20

L 8 8

Baselines. For all methods, we take the numbers reported in the papers where possible. We obtained
numbers for Scallop from the PLIA paper. For A-NeSI, we pick the best-scoring variant as reported,
which is Predict for N = 4 and Explain for N = 15. For DeepSoftLog, A-NeSI and PLIA, we
obtained performance on 10 individual runs from the authors to compute the Mann-Whitney U test.

G.3 Visual Path Planning

Following [80], we use categorical costs for the Visual Path Planning task. We use V, = 5, which
corresponds to the possible cost values in the data, costs = [0.8,1.2,5.3,7.7,9.2]. Then, c°
corresponds to an index of the cost of each grid cell. That is, c%;; 4+ € {1,...,5} corresponds to the

cost value costs|c}y, , ;] at grid cell , ;.

We adapted the ResNet18-based architecture from [62] for the unmasking model p(¢° | x, c?) over
grid costs. This architecture consists of a single convolutional layer to start encoding the image,
with batch normalisation and adaptive max-pooling to a grid of size N x N. After this, we have
64-dimensional embeddings for each grid cell. To condition on the currently unmasked values, we

add embeddings of ¢! € {1,...,5,m}V * for each cell: we use six 64-dimensional embeddings
e, ..., el el for the different costs plus the mask value. Then we add these embeddings to

the image embeddings cell-wise. That is, if ei{ ; 1s the image embedding at cell 4, j, then the new

embedding is el ; T+ eg . After this, a ResNet layer containing two more convolutional layers
> Ni+j

follows. Finally, we use an output layer that takes the grid cell embeddings and predicts a distribution

over the 5 possible costs.

We performed hyperparameter tuning on the validation set of the 12 x 12 grid size problem, then
reused the same hyperparameters for the 30 x 30 grid size problem. We only reduced the number of
RLOO samples .S and the number of samples for the SNIS algorithm in Section .| for the 30 x 30
grid size problem to reduce the overhead of many calls to Dijkstra’s algorithm. This algorithm quickly
becomes the main compute bottleneck on large grids.

For 12 x 12, we evaluated test accuracy at 40 epochs, and for 30 x 30 we evaluated validation
accuracy every 5 epochs within the 40 epoch timeframe, choosing the best performing model for the
test accuracy. We found that on 30 x 30 the model was sometimes unstable, suddenly dropping in
accuracy and recovering after a while. As is common in this task and our baselines, we consider a
path prediction correct if the predicted path has the same cost as the gold-truth shortest path given.
This is because shortest paths may not be unique.

Baselines. We take the numbers for EXAL as reported in the paper [85]. For A-NeSI, I-MLE and
A-NeSI + RLOO, we obtained performance on 10 individual runs from the authors to compute the
Mann-Whitney U test.
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G.4 RSBench

For all experiments, we adapt the implementation of the benchmark in the RSBench repository
[11]. We use the conditional 1-step entropy discussed in Section 3.4. For the MNIST experiments,
we brute-force the conditional entropy computation, while for BDD-OIA, we adapt the inference
procedure in [1 1] to obtain the conditional entropy.

G.4.1 Maetrics

For all tasks, we compute the Expected Calibration Error (ECE) over marginal concept probabilities
[60] as a metric for calibration. Since NESYDM is not tractable, we have to estimate these marginals.
Therefore, we use simple maximum-likelihood estimation to obtain approximate marginal probabili-
ties for pg(w; | x) by sampling L samples from the model and taking the empirical mean. We used
L = 1000 throughout to improve the accuracy of the ECE estimate.

For the MNIST tasks, we report both the output accuracy Acc, and concept accuracy Acce. In
particular, for output accuracy, we compute exact match accuracy over the output predictions. For
concept accuracy, we use micro-averaged accuracy over the concept predictions (that is, the two
digits). This requires NESYDM to output predictions for the digits separately. We tried two different
majority voting strategies using the L samples. 1) Take the dimension-wise mode among the samples,
or 2) take the most common complete concept vector ¢ and use the individual dimensions of ¢
as the predictions. We used the second strategy in Table > to ensure the predictions can capture
dependencies between digits, and compare the two methods in Section and Table &.

For BDD-OIA, we report macro-averaged F1 scores for both the output and concept prediction.
For example, for the concept F1 score, we compute the F1 score for each concept separately, then
take the unweighted mean of these F1 scores. Similarly, we computed macro-averaged ECE scores
for concept prediction. For NESYDM, we computed marginal probabilities for concept and output
predictions, that is, per dimension. Furthermore, we recomputed all metrics for the baselines reported
in Table 3, as we found bugs in the code for both metrics in the RSBench and BEARS codebases.
Note that PNP-- was called DPL in the BEARS paper. We changed the name as 1) the baseline code
did not actually use the DeepProbLog language, and 2) there are many different NeSy predictors that
could be implemented in DeepProbLog, so it is not clear which one to compare to.

G.4.2 Why Expected Calibration Error for reasoning shortcut awareness?

In this section, we motivate the use of concept calibration, in particular using the Expected Calibration
Error (ECE), to empirically measure reasoning shortcut (RS) awareness. BEARS [55] introduced
RS-awareness as attaining high accuracy on concepts unaffected by RSs, while being calibrated on
concepts affected by RSs. In the latter case, perfect concept accuracy is unattainable, and we should
aim for high calibration. A model that predicts concepts in such a way by mixing over RSs that
cannot be disambiguated from data alone maximises data likelihood [39].

For example, consider the XOR problem from Example 2.2, which has 1 RS that maps MNIST digits
of 1s to Os and MNIST digits of Os to 1s. This RS cannot be distinguished from the ground-truth
mapping. The ideal model under this ambiguity would assign 50% confidence to the ground-truth
mapping and 50% to the RS. We can achieve this with a neural network that given two distinct
MNIST digits outputs a uniform distribution over (0, 1) and (1, 0), and given two equivalent MNIST
digits, outputs a uniform distribution over (0, 0) and (1, 1). In the first case, the XOR function will
return 1 with probability 1, and in the second case, it will return 0 with probability 1.

This attains maximum data likelihood as the model returns the correct output label. Furthermore,
it always assigns 0.5 probability to 1 and 0. Its concept accuracy will also be around 0.5 in our
synthetic setup. Therefore, the ECE will also be around 0, highlighting its calibration, and in practical
experiments low ECE values are attainable [39]. Instead, a non RS-aware method finding the RS will
attain an ECE of around 1: it always predicts exactly the opposite of the correct concept. Since the
non RS-aware method randomly finds the RS or the correct solution, the ECE will be around 0.5
on average [39]. For concepts that are not affected by RSs, the accuracy will be 1 and maximum
likelihood will also attain high confidence, resulting also in a low ECE value.
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That said, ECE is a proxy for measuring concept calibration, but is not necessarily the only or perfect
metric for uncertainty quantification. A further theoretical study evaluating how to best measure

RS-awareness could be of significant value.

G.4.3 Hyperparameters

Table 6: Hyperparameters for RSBench.

Variable | MNIST Half & Even-Odd BDD-OIA
learning rate 0.00009 0.0001
minibatch size 16 256
epochs 500 30
Ye 1.5-1076 5-1076

YH 1.6 2.0

Ty 1 1

I 10 10

S 1024 1024

K 1024 1024

T 8 22

L 1000 1000

For the datasets in RSBench, we tuned on the validation set for all parameters using the conditional
entropy. Then, we ran an additional hyperparameter search on just the entropy weight to find the right
trade-off between calibration and accuracy. We found the entropy weight can be sensitive, where
high values significantly slow down training, while low values may result in uncalibrated models.
See Table 10 and Section for an ablation study on the effect of the entropy weight. For L, we use
a much higher number of 1000 samples. This is to ensure the Expected Calibration Error is properly
estimated (see Section for details). For the runs with the unconditional entropy, we used the
same hyperparameters and no additional hyperparameter search.

G.4.4 Experimental details and architectures

MNIST Half and MNIST Even-Odd. We adapted the original architecture from our baselines
in [55]. For both experiments, we encode the two individual digits in x with a convolutional neural
network (ReLU activations) of 3 layers, with 32, 64 and 128 channels respectively. Then, we
flatten the output, obtaining two embeddings e; and e,. For predicting the unmasking distribution
p(&} | x, c?) for the first digit, we concatenate one-hot encodings of ¢}, ¢} and ey, while for predicting
the distribution of the second digit p(¢9 | x, c?), we concatenate one-hot encodings of 5, ¢! and
ey. Note the order here: This is to ensure permutation equivariance, as the sum is a commutative
operation. Therefore, like our baselines, we have a disentangled architecture that uses the same neural
network to classify the two digits, while still incorporating the currently unmasked values. Finally,
using the concatenated vector, we use a linear output layer and a softmax to obtain the distribution
over the possible digits.

BDD-OIA. We used early stopping by running for 30 epochs, testing on the validation set every
epoch and picking the model with the highest validation accuracy. As in [55], we used preprocessed
embeddings of the dashcam images from a Faster-RCNN [66]. This Faster-RCNN was pre-trained
on MS-COCO and fine-tuned on BDD-100k. These are provided in the RSBench dataset, and were
also used for BEARS. For the unmasking model p(¢° | x, c!), we adapted the MLP from [55], using
a single hidden layer with a dimensionality of 512, by simply concatenating a one-hot encoding of
ct € {0,1,m}?! to the input embedding of x. Note that, since the concepts are binary, this one-hot
encoding is a 3-dimensional vector, as it can be 0, 1, or the mask value m.

Baselines. We obtained results of the 5 individual runs used for each method in [55] and re-evaluated
them to obtain 4 digits of precision for all reported results, as [55] only reported 2 digits of precision.
Furthermore, we used these results to compute statistical significance tests. We have different results
than reported in [55] for BDD-OIA as we found bugs in the code for the metrics.
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H Further ablation experiments

H.1 Other majority voting strategies

As stated in the main text, computing the exact mode argmaxo pp™ "M (y" | x) is intractable in

general, also for representations supporting tractable marginals [2, 84]. Throughout this paper, we
used the majority voting strategy described in Section 3.5. However, when observing the results on
MNIST-Even-Odd, one might be puzzled by the relatively high performance on concept accuracy
while the output accuracy is low. We hypothesised that this was due to our chosen majority voting
strategy, and repeated the evaluation of the models using different strategies, which we describe here.
All assume access to a set of samples c{, ..., ¢} ~ pg(c® | x,c! = m).

* Program-then-true-mode (PTM): The strategy described in Eq. ¢, and the main one used
in this paper. We emphasise that this is the “correct” strategy according to the generative
process of NeSy predictors.

* Program-then-marginal-mode (PMM): Similar to above, we feed all sampled concepts into
the program, but rather than taking the most likely output, we choose the most likely output
dimension-wise:

L
§i = argmax,, »_ 1[p(c}); = vi] (64)
=1

* True-mode-then-program (TMP): Find the mode of the sampled concepts, then feed that into

the program:
L
v=10 <argmaxc Z 1[c) = c]) (65)
=1

* Marginal-mode-then-program (MMP): Compute the dimension-wise mode of the concepts
¢;, combine them into a single concept ¢, and feed that into the program:

L
¢; = argmax,, Z ]l[c?ﬂ; =cl, y=¢(¢) (66)
1=1

Table 7: Output accuracy, both in- and out-of-distribution, for different majority voting strategies on
the MNIST-Half and MNIST-Even-Odd datasets.

Strategy \ Half, ID Half, OOD Even-Odd,ID Even-Odd, OOD
NESYDM, Conditional entropy

PTM 99.12+0.18 28.45+ 0.90 98.65+ 0.31 0.024+ 0.04
PMM 99.124+0.18  28.444+ 091 98.65+ 0.31 0.02+ 0.04
TMP 98.87+0.23 28.46+ 0.91 97.944 0.49 0.18+ 0.14
MMP 60.16+4.77 33.15£1.40 25.14+ 2.81 5.39+ 0.45
NESYDM, Unconditional entropy
PTM 99.12+ 0.10 10.95+ 0.05 97.52+ 0.44 0.004 0.00
PMM 99.124+0.10  10.95+ 0.05 97.524+ 0.44 0.00+ 0.00
TMP 99.26+ 0.26 15.71+0.49 98.10+ 0.37 0.0240.02
MMP 79.424+3.14 44.11+4.87 87.64+ 0.37 5.27+0.52

We evaluated these strategies on the validation set of all benchmarks, and found that they all performed
similar, or at most marginally worse than the PTM strategy used in this paper. However, we found
exceptions in MNIST-Half and MNIST-Even-Odd, where MMP significantly outperforms the other
strategies in the OOD setting, while significantly underperforming in the ID setting, as highlighted
in Table 7. This result holds for both NESYDM with the conditional entropy and the unconditional
entropy.

ID performance of MMP takes a rather significant hit because there are strong statistical dependencies
between the concepts in the construction of the ID datasets. Especially the Even-Odd OOD dataset
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is rather adversarially constructed, as highlighted by the extremely low OOD performance of all
methods. However, because NESYDM has relatively high concept accuracy OOD, using MMP still
results in some correct outputs.

We performed a similar analysis for the two strategies for predicting concepts in Table &. Here we
find that, overall, the true mode strategy usually performs better, except that we find a significant
difference between TM and MM on the OOD dataset of MNIST-Half.

Table 8: Concept accuracy, both in- and out-of-distribution, for different majority voting strategies on
the MNIST-Half and MNIST-Even-Odd datasets.

Strategy | Half, ID Half, OOD Even-Odd, ID Even-Odd, OOD
NESYDM, Conditional entropy
™ 71.16+1.77 61.844+0.89 20.33+1.33 15.60+ 0.99
MM 66.78+2.84 62.76+0.77 19.65+ 2.37 14.56+ 0.86
NESYDM, Unconditional entropy
™ 79.41+6.58 57.22+0.49 0.36+ 0.39 4.65+0.49
MM 80.56+5.12 70.40+ 2.71 0.39+ 0.44 1.16+ 0.44

H.2 Effect of loss weighting hyperparameters

In this appendix, we investigate the effect of the loss weighting hyperparameters 7., vy and 7y on
the performance of NESYDM. We experimented with the conditional entropy version of NESYDM
on the MNIST-Half dataset with three repeated runs. Here, we kept the output unmasking weight
vy = 1 and tuned the other two hyperparameters.

For the concept unmasking weight v, in Table ©, we find that all tested values achieve high label
accuracy. However, its value significantly influences the concept accuracy both in and out of
distribution, and the OOD label accuracy. We observe values below 1 are effective. We suspect the
concept unmasking loss can provide the model information that it is useful, but it should not dominate
the loss, as this results in significantly lower concept accuracy and OOD performance. Furthermore,
it results in poor calibration, suggesting that the model converged onto a single reasoning shortcut.

We observe a significant influence of the entropy weight -y in Table 10. All values below 1.3 seem
to converge on a single reasoning shortcut, exhibiting poor calibration and worse concept accuracy.
These runs do not balance the maximisation of entropy as the weight is too low, resulting in models
with low entropy. By increasing the entropy weight beyond the value we used (1.6), we find that the
entropy loss can also impact the performance when above 2.0, resulting in reduced label and concept
accuracy and calibration. As the optimal range of values is quite tight, we recommend tuning the
entropy weight when using NESYDM.

Table 9: Effect of concept unmasking weight on label and concept accuracies (in- and out-of-
distribution) and calibration (ECE) performance on MNIST-Half. Bold values indicate best results
per column. We used 1e-06 in the experiments.

Yo o Accy T Acce T Accyoop T AcccoopT  ECEcmpl ECEcoop |
1e-08 9938+ 027 70.45+£232 33.92+510 65.13+£2.72 8.54+ 446 12.23+1.18
1le-07 99.61+0.13 71.41+0.72 37.16+1.22 67.74+ 0.56 777£1.09 10.67+0.98
1le-06 | 99.54+0.80 72.884+0.85 33.21+£7.06 64.86+3.92 531+ 1.19 11.004£0.87

1.5e-06 | 99.124+0.10 71.16+1.77 28.44+090 62.76+ 0.89 4.18+2.56 11.74+1.18
1e-05 99.00£ 0.53 69.79+£3.09 29.72+3.00 63.10+2.11 6.33+£3.87 11.394+1.76
0.0001 99.234+0.13 72.07£0.77 3646+ 6.60 66.84+ 4.04 4.904+0.69 10.22+ 1.96
0.001 99.61+ 0.13 72.03+£0.84 32.75+6.51 64.60+ 4.44 4984+ 3.15 10.464+2.86
0.01 99.15+£ 048 71.60+£035 31.99+£7.80 63.57+5.41 3.80+1.52 10.81+1.07
0.1 99.46+0.35 71.884+0.81 36.76+8.27 66.85+5.05 6.96+ 2.35 12.35+ 4.01
1.0 98.84+ 0.61 41.55+£0.12 5.70+£ 024 38.65+0.14 56.87£0.25 61.09£0.11
10.0 99.384+0.13 41.59+0.13 5.644+0.19 38.594+0.19 57.00£0.23 60.97+ 0.08
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Table 10: Effect of entropy weight on label and concept accuracies (in- and out-of-distribution) and
calibration (ECE) performance on MNIST-Half. Bold values indicate best results per column. We
used 1.6 in the experiments.

o Accy T Acce T Accyoop T AcccoobpT  ECEcip) ECEcoop |
0.001 | 99.154+0.13 41.63+0.07 5.61+£0.16 38.63+£0.03 57.05+£0.12 61.08+0.16
0.01 99.004+ 0.35 41.74+0.18 5.794+£0.18 38.66+£0.03 56.80+ 0.21 6091+ 0.11
0.1 98.77+ 048 41.67+£0.12 5.61+032 38.60+£0.23 56.98+0.26 60.97+0.09
0.5 99.31+£0.23 41.63+0.07 5.584+0.14 38.59+£0.15 56.94+0.09 61.09+0.01
1.0 99.23+0.13 41.63+0.13 5.85+£0.14 38.73£0.12 56.90+0.25 61.06+ 0.09
1.3 99.77+£ 023 67.05+£1.99 3551£278 65.79+1.79 9.33+1.74 12.264+1.31
1.6 99.124+0.10 71.16+1.77 28.44+090 62.76+ 0.89 4.18+2.56 11.74+1.18
2.0 99.61+0.13 72.264+0.41 29.35+£1.73 62.19+£1.03 379+ 048 11.42+0.61
3.0 89.81£584 46.53+250 17.03£8.97 51.23+7.03 12.70+£5.87 14.56+2.71
5.0 85.73+£194 39.74+ 133 11.2440.14 44.044+1.39 12.56+133 24.224+2.12
10.0 85.73£035 34.22+127 10.81+£0.19 41.25+1.03 1540+225 24.01+£1.56
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