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Abstract

Multi-entity question answering (MEQA)
poses significant challenges for large language
models (LLMs), which often struggle to consol-
idate scattered information across multiple doc-
uments. An example question might be “What
is the distribution of IEEE Fellows among
various fields of study?”, which requires re-
trieving information from diverse sources like
Wikipedia pages. The effectiveness of current
retrieval-augmented generation (RAG) meth-
ods is limited by the LLMs’ capacity to ag-
gregate insights from numerous pages. To ad-
dress this gap, this paper introduces a struc-
tured RAG (SRAG) framework that systemati-
cally organizes extracted entities into relational
tables (e.g., tabulating entities with schema
columns like “name” and “field of study”’) and
then applies table-based reasoning techniques
to get precise answer. Our approach decou-
ples retrieval and reasoning, enabling LLMs
to focus on structured data analysis rather
than raw text aggregation. Extensive exper-
iments on Wikipedia-based multi-entity QA
tasks demonstrate that SRAG significantly out-
performs state-of-the-art long-context LLMs
and RAG solutions, achieving a 29.6% im-
provement in accuracy. The results underscore
the efficacy of structuring unstructured data to
enhance LLMs’ reasoning capabilities. The
source code and data have been made available
at https://github.com/t12309/SRAG.

1 Introduction

Recent progress in Retrieval-Augmented Gener-
ation (RAG) has enhanced how language mod-
els access external knowledge, improving appli-
cations like question answering and document in-
tegration (Fan et al., 2024). By merging advanced
retrieval methods with powerful language mod-
els, these systems have shown strong performance.
However, challenges persist in accurately retrieving
entity information from multi-document and hetero-
geneous knowledge bases. This challenge becomes

especially apparent in Multi-Entity Question An-
swering, the challenge lies not only in recognizing
and extracting relevant entities precisely from data
but also in understanding the properties of these
entities within the context of the query. Consider
answering questions such as “What are the capitals
of countries bordering France?” or “How many
Turing Award Winners are Canadian” (the query )
in Figure 1). Answering these questions requires
the information extraction of multiple documents,
unless specific statistical analysis has been carried
out by hand in advance. Existing RAG methods
struggle with MEQA tasks, because useful infor-
mation required to these tasks is scattered. This
characteristic makes it difficult for existing RAG
methods to accurately identify key information and
perform global reasoning with noisy retrieved or
missed content.

To tackle the challenge, we propose an innova-
tive Structured RAG System (SRAG) which in-
cludes two main parts: (1) Multi-entity Semantic
Retrieval as illustrated in Figure 1, and (2) Struc-
tured Question Answering (SQA) as illustrated
in Figure 2-2, to effectively address multi-entity

QA.

Contributions Our notable contributions are
summarized as follows.

* Structured Information Organization
Framework. We proposes a novel Structured
RAG (SRAG) framework that transforms
unstructured multi-document information
into relational tables with predefined schemas,
enabling systematic organization of cross-
entity relationships. This structural paradigm
shift addresses the information fragmentation
challenge in conventional RAG methods.

* Decoupled Retrieval-Reasoning Architec-
ture. We introduces a decoupled architecture
that separates the retrieval phase (entity infor-



mation extraction) from the reasoning phase
(structured table analysis), allowing LLMs to
bypass raw text aggregation limitations and
focus on tabular logical reasoning. This sepa-
ration significantly reduces cognitive load on
language models during multi-entity reason-
ing.

* Empirical Validation of Structured Reason-
ing Superiority. We propose the SQA, a mod-
ule for managing vast and unstructured data
by extracting attributions of entities and or-
ganizing information into structured tables.
This module transforms textual information
of entities into a format with a rigorous and
accurate schema, which facilitates analysis.
Our experiments demonstrate its remarkable
performance, achieving SOTA results and out-
performing existing RAG methods and long-
context LLMs by 29.6% in overall accuracy,
while leading across all eight subtasks.

2 Related Work
2.1 Retrieval chanisms with LLMs

The integration of retrieval mechanisms with large
language models has been a cornerstone in ad-
vancing open-domain question answering (QA).
Early RAG frameworks, pioneered by (Lewis et al.,
2020), demonstrated the value of combining dense
passage retrieval with generative models, but their
efficacy diminishes in multi-entity scenarios where
answers require synthesizing fragmented informa-
tion across diverse documents. Subsequent refine-
ments, such as REALM (Arora et al., 2023) and
FiD (Izacard and Grave, 2021), improved retrieval
precision through cross-attention mechanisms, yet
they inherently treat documents as isolated units,
failing to model inter-entity relationships critical
for questions like "Compare the research contribu-
tions of Turing Award winners in the last decade."
While recent long-context LLMs (e.g., Claude
3 (Anthropic, 2024), GPT-4 Turbo (Achiam et al.,
2023)) expand input windows to process hundreds
of pages, empirical studies (Liu et al., 2025) re-
veal their tendency to “overlook™ critical details in
lengthy texts—a phenomenon termed contextual
dilution—where key entities are misprioritized due
to attention saturation. Hybrid approaches, such
as iterative retrieval with self-correction (Yoran
et al., 2024) and hierarchical summarization chains
(Wang et al., 2023), partially mitigate these issues
but remain constrained by their linear processing of

unstructured text, which obscures latent relational
patterns between entities.

2.2 Structured Retrieval-Augmented
Generation

Structured representation learning has emerged
as a parallel strategy to enhance LLM reason-
ing. Methods like TableLLM (Zhang et al.,
2025) pre-train models on tabular data to improve
schema comprehension, while GraphRAG (Edge
et al., 2024) constructs knowledge graphs from re-
trieved snippets to enable relation-aware reason-
ing. However, these approaches either depend
on pre-defined schemas—Ilimiting adaptability to
novel domains—or suffer from computational over-
head when dynamically extracting entities from
heterogeneous sources, which is similar in the
case of StructRAG (Li et al., 2024). Crucially,
they treat structure creation as a post-retrieval
step, decoupled from the initial information gath-
ering process. In contrast, knowledge graph em-
bedding techniques (e.g., TransE (Bordes et al.,
2013)) and template-based table generation prior-
itize static knowledge bases, rendering them in-
effective for open-domain QA over evolving cor-
pora like Wikipedia. The proposed SRAG frame-
work uniquely addresses these gaps by unifying
retrieval and structuring: it dynamically organizes
extracted entities into relational tables during the
retrieval phase, eliminating schema dependency
through adaptive column induction (e.g., inferring
“field of study” and “publication count” columns
for academic entity queries). This paradigm shift
aligns with cognitive theories of “structure-first”
reasoning, where tabular representations reduce
LLMs’ inferential burden by externalizing rela-
tional logic, thereby enabling precise aggregation
of cross-document insights.

3 Problem Statement

3.1 Wikipedia Graph

Wikipedia graph is represented as G=(V, E, P),
where V' = {vy,v9, ..., v, } is the set of nodes in
the graph, with each node (v; € V') representing
an entity; F is the set of direct edges in the graph,
with each edge (e;(v;,v;) € E) representing a
connection (or relationships) between two nodes.
An edge is a tuple (vq, vy, ), Where (vg, vy € V)
and r is the type of relationship. For example, F =
{(v1,v2,71), (v2,v3,72), ..., (U, U, T%) }. P rEp-
resents the set of properties associated with both
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Figure 1: Multi-entity Semantic Retrieval over Wikipedia Graph. In step al, a rough SPARQL query is generated
using language model (GPT-4). In a2, we integrate the LLM’s semantic parsing with Wikipedia’s API and utilize
verifiable query accuracy on structured Wikidata to accurately identify entities and properties. In step a3, we
synthesize an exact SPARQL query. Finally, in a4, the refined SPARQL query is used to retrieve the relevant entities

and web pages.

nodes and edges.

3.2 Multi-Entities Question

A Multi-Entities Question can be formally defined
as Q = (tg, Vg, Pg), where tg € T denotes the
query type, with T = {t¢;,ta,...,tg} represent-
ing the set of eight predefined types. Details can
be seen in Table 1. Vy denotes the collection of
entities directly associated with the question. P
represents the comprehensive set of properties per-
tinent to the question, encompassing both node and
edge properties.

4 System Design

In our system, the Multi-entity Semantic Re-
trieval involves conducting a SPARQL retrieval
across the Wikipedia graph to obtain relevant
Wikipedia pages. Secondly, in SRAG module,
table generation begins with “guessing” a table
schema based on the given query, followed by the
extraction of information from the identified enti-
ties to populate the table. Finally, we implement an
TableQA module that processes the generated ta-
ble to respond to the query. Next, we will elaborate
on the details of each step.

4.1 Composite SPARQL Retrieval

Initially, we utilize GPT-4 to parse the question
to construct rough SPARQL.The entities ID and
properties ID contained in the rough SPARQL
frequently turn out to be inaccurate. To make

SPARQL valid, we deploy GPT-4 as Semantic
Analysis Model to identify entities and proper-
ties. Integrating with the Wikipedia API, we get
right (entitylD, propertylD) pair to replacing the
wrong IDs in the rough SPARQL, as illustrated
in Figure 1-a2. Consequently, our system is capa-
ble of performing entity and property identification
without ambiguities. For multi-hop queries, the
Semantic Analysis process initially deconstructs
the queries into sub-queries, allowing composite
SPARQL retrieval step to be applied sequentially
to each sub-query to identify named entities and
extract properties until all sub-queries have been
processed.

4.2 Table Generation

Although SPARQL provides aggregation functions
such as “SUM, AVG, COUNT”, etc. they are insuf-
ficient for complex statistical problems. Therefore,
we build tables instead of extended graphs to sup-
port more complex algorithms and analysis. The
table generation consists of two steps: (1) Genera-
tion of schema; (2) Extracting entity information
to fill the table.

Schema Generation. We employ GPT-4 to
systematically parsing the question to identify
critical entities, attributes, and their interrelation-
ships, which are then formalized into a struc-
tured schema. The generated schema may neces-
sitate adjustments or refinements to align more
closely with the intent of the question. For ex-
ample, for the question “How many Nobel Prizes
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Figure 2: An Overview of Multi-entity QA Solutions. (1) Existing Reasoning Solutions: bl represents direct
responses from LLMs, while b2 combines LLMs with RAG. (2) Our proposal: Structured RAG. Initially, in step
cl, a language model (GPT-4) is employed to analyze the question and determine the table schema. In c3, we
utilize an information extraction module to populate the table. Finally, in step c4, the TableQA module is used to

derive the final answer.

in Physics laureates have been awarded for dis-
coveries in Particle Physics?”, the LLM produces
a schema (name, YearAwarded, field) , there are

two issues, first is that (field) is oversimplified, it
should be (field in Physics) . The second issue is

that columns YearAwarded are redundant. There-
fore, We prompt GPT-4 to critically review content
to minimize oversimplification, omission of essen-
tial elements, and redundancy, and the prompt is
shown in Appendix A.2.1.

Entity Information Extraction. In our data pro-
cessing workflow, we use a Small scale Language
Model (SLM) Mistral-7B to extract information
from the retrieved data, populating a table where
each row represents a unique entity, as shown in
Figure 2-c3. This step transforms entities into struc-
tured tables for downstream table-based reasoning
tasks.

4.3 Execution

We utilize GPT-4 to generate SQL according to
the question. To increase accuracy, we include
relevant information in the prompt, such as the
table schema and data samples. The generated
SQL is executed on the generated table to obtain
results, which could be a single value or a subset
of the table. Then the results are given to LLM to
get the final answer.

S Experiment

5.1 Experiment Setup

MEBench Benchmark. It is a specialized bench-
mark designed to evaluate systems addressing
multi-entity QA. The benchmark comprises 4,780
methodically structured questions partitioned into
two subsets: a training set (3,406 questions) for
model fine-tuning and a test set (1,374 questions)
for rigorous evaluation. These questions are sys-
tematically categorized into three primary cate-



Table 1: Examples of multi-entities queries.

Categories Types Examples
. Intercomparison Which has more ACM fellow, UK or USA?
Comparison
Superlative Which city has the highest population?
Aggregation How many ACM fellow are from MIT?
e . Does the nationality of ACM fellows follow a
Distribution Compliance .
normal distribution?
Statistics Correlation Analvsis Is there a linear relationship between number of
y events and records broken in Olympic Games?
Do the variances in the number of participat-
Variance Analysis ing countries and total events in the Summer
Olympics differ significantly?
_ . . Is there a relationship between the year of ACM
Descriptive Relationship fellowship induction and the fellows’ areas of
Relationship expertise?
If China wins one more gold medal, will it over-
Hypothetical Scenarios  take the US in the gold medal tally at the 2024
Olympics?
Table 2: Statistics of MEBench benchmark.
Categories MEBench-train MEBench-test MEBench-total
#-Queries 3406 1374 4780
#-one-hop Q 1406 606 2012
#-multi-hop Q 1322 768 2090
Ave. #-entities /Q 460 391 409
#-Topics 165 76 241
#-Comparison 1107 438 1545
#-Statistics 1440 585 2025
#-Relationship 859 351 1210

gories, including Comparison, Statistics, and Re-
lationship, further divided into eight distinct types
(see Table 1), ensuring broad coverage of real-
world multi-entity reasoning scenarios. Table 2
details comprehensive statistics of the benchmark.

Baselines. For open-source LLMs, we conduct
experiments using the representative Meta-Llama-
3-8B-Instruct (Meta Llama3, 2024) and apply
QLoRA (Dettmers et al., 2023) to fine-tune it
with the training set of MEBench. For proprietary
LLMs, we select the widely recognized GPT mod-
els, including GPT-3.5-turbo (Ouyang et al., 2022)
and GPT-4 (Achiam et al., 2023). Additionally, we
incorporate RAG across all vanilla baseline mod-
els for comparative analysis and evaluation of the

model’s capacity to integrate and leverage external
data sources.

Evaluation Metrics. We adopt Accuracy (Acc)
as the primary metric to assess the performance of
LLMs on MEBench tasks. For the subcategories
of Variance Analysis, Correlation Analysis, and
Distribution Compliance within the Statistics tasks
shown in Table 1, we focus solely on prompting
LLMs to identify relevant columns and applicable
methods, evaluating the accuracy of their selections
instead of the computational results, as LLMs’ abil-
ities in precise calculations are not the central focus
of this study.



Table 3: Experimental results for MEBench.

Models Accuracy
Comparison Statistics Relationship  Overall

GPT-3.5-turbo 0.105 0.198 0.476 0.239
GPT-3.5-turbo + RAG 0.605 0.260 0.476 0.425
GPT-4 0.199 0.289 0.507 0.316
GPT4 + RAG 0.763 0.410 0.687 0.593
Llama-3-Instruct 0.046 0.118 0.256 0.130
Llama-3-Instruct + RAG 0.447 0.181 0.410 0.325
FT Llama-3-Instruct 0.046 0.253 0.259 0.189
FT Llama-3-Instruct + RAG 0.687 0.448 0.573 0.556
SRAG (QOurs) 0.934 0.908 0.803 0.889

5.2 Results and Analysis

Various models exhibit notable variations in perfor-
mance on MEBench. Table 3 presents experimental
results alongside overall accuracy on MEBench,
and Figure 3 shows accuracy on eight further-
divided types.

Performance of SRAG and Baselines. Compared
to baselines, our SRAG significantly improves over-
all accuracy, reaching 88.9% and increasing the
best baseline (GPT-4 + RAG) by 29.6%. Our
approach outperforms the accuracy in the rela-
tional and comparative query types by 11.6% and
17.1%, respectively, while achieving a remarkable
improvement of 46% for statistical query types.

Fine-grained Performance on Sub-tasks. Fig-
ure 3 shows that vanilla LLMs perform well in
correlation analysis and descriptive relationship
sub-tasks, while RAG significantly improves inter-
comparison and superlative tasks. However, nei-
ther fine-tuning nor RAG overcomes challenges
in variance analysis and aggregation tasks, while
our proposed SRAG achieves superior accuracy of
87.3% and 97.9%.

Errors Analysis for SRAG. We sample and ana-
lyze the output of the SRAG system. It faces two
challenges which are listed below.

* Relation semantic parsing. The semantic
parsing model in SPARQL retrieval effec-
tively recognizes entities but struggles with
relationship identification, leading to chal-
lenges in graph retrieval and negatively af-
fecting the performance of RAG-based ap-
proaches, including SQA. For example, in the
query “How many US presidents have served

more than one term in office?” The model
incorrectly identifies the relationship as “in-
stance of” rather than the correct “position
held”, leading to erroneous results.

Insufficient information extraction. We also
identified errors in SRAG’s information ex-
traction during the table-filling phase. An
analysis of more than 2,000 table filling in-
stances reveals that these errors occur primar-
ily as omissions (albeit with a low probability
of approximately 0.1%). A new challenge
is the appearance of multi-word synonyms
within the same column, such as “US” and
“America”, which negatively affects the accu-
racy of SQL execution such as “SELECT”.

6 Conclusion

Our research presents a novel framework, Struc-
tured RAG system (SRAG), to address the com-
plexities involved in multi-entity question answer-
ing (QA) from Wikipedia. Existing methods, par-
ticularly those employing RAG alongside LLMs,
often fall short in effectively aggregating and rea-
soning over information scattered across multiple
Wikipedia pages. By leveraging the inherent struc-
ture of wiki-graph for multi-entity retrieval and
introducing a system to organize extracted entities
into a relational table format, SRAG significantly
enhances the performance of multi-entity questions
answering. The exhaustive experiments conducted
underscore the superior performance of SRAG in
overcoming the limitations of traditional RAG-
based solutions. This research not only presents
a more effective methodology for multi-entity QA
but also sets the stage for future explorations into
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Figure 3: Experimental results for eight types queries of each model.

improving the accuracy and efficiency of informa-
tion mining from large, unstructured knowledge
bases.

7 Limitations

While the proposed SRAG framework demon-
strates marked improvements in multi-entity QA,
several limitations warrant consideration. First, the
method’s reliance on schema-driven table construc-
tion (e.g.,, predefined columns like field of study)
introduces sensitivity to domain shifts: for highly
heterogeneous or novel entity types not covered
during schema design (e.g., emergent disciplines
or interdisciplinary research areas), the framework
may struggle to induce appropriate relational struc-
tures autonomously. Second, the current imple-
mentation assumes clean entity extraction from
Wikipedia’s semi-structured content, potentially
underperforming on noisier web sources with in-
consistent formatting or implicit entity relations.
Finally, the evaluation focuses on factual aggrega-
tion tasks (e.g., distribution compliance), leaving
open questions about SRAG’s efficacy for complex
relational reasoning requiring temporal or causal
inference (e.g., “How did IEEE Fellows’ research
fields evolve post 2010?”). These limitations high-
light directions for future work, such as integrating
dynamic schema adaptation and hybrid text-table
reasoning mechanisms.
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A Appendix

A.1 Hops

In terms of Wikipedia graph systems, the term ‘hop’
refers to a step taken along the edges of a graph
from one node to another, so we consider "hop’ as a
tuple (vg, vp, t). For no hop, there is no relationship
(edge) to track. Single hop track all entities have
relationship ¢ to v,. Multi-hop involves travers-
ing multiple edges (hops) to find connections be-
tween nodes that are not directly linked, like track

(U(M (% tl) (vba Ve, t2)

A.2 Prompt
A.2.1 Prompt for schema

Create a table schema that comprehensively
captures information about {......}. Ensure the
schema is detailed and structured, avoiding
over-simplification, missing elements, and re-
dundancy. This schema should be structured
so each row represents a unique instance, with
each column capturing a distinct aspect of
property details. Ensure there is no overlap in
content between columns to avoid repetition.

A.3 Optimization

Two aspects of optimization are included in SRAG
system to enhance the overall performance:

Model Selection. Model selection is straightfor-
ward yet highly effective for optimization (Liu
et al., 2024). The SRAG system comprises mul-
tiple tasks, necessitating the selection of the most
suitable model for different tasks. For basic tasks,
more affordable and faster LLMs can suffice, while
utilization of the most advanced LLMs is essen-
tial in more complex tasks to ensure optimal per-
formance. Specifically, SRAG system employs
powerful yet resource-intensive GPT-4 for tasks
such as semantic analysis or generation of table
schemas and SQL queries. In contrast, for more ba-
sic information extraction, we utilize open-source
Mistral-7B, thereby achieving a balance between
cost efficiency and functional performance.

LLM Input/Output Control. SplitWise (Patel
et al., 2023) shows that LLM inference time is gen-
erally proportional to the size of input and output
tokens. Since GPT models decide the cost based
on the input token, we try to minimize the input of
large models. Meanwhile, we use the instructive
prompt to reduce the size of the outputs generated

by LLLM without changing the quality of these out-
puts. The example of prompt is in Appendix A.3.1.

A.3.1 Prompt for Output Control

..review your output to ensure it meets all
the above criteria. Your goal is to produce
a clear, accurate, and well-structured output.
Just output the {}, no other word or symbol.

A.4 Tables

Table 4 shows examples of topics and their entities’
properties.

Table 5 shows examples of question templates
to synthesize queries.

A.5 Automated QA Generation and
Validation

We extract the introductory paragraph of textual
content for each entity from Wikipedia, akin to
an abstract of the entity’s page, to derive relevant
property values. The preprocessing of graph node
properties is conducted using GPT-4. GPT-4 is de-
ployed to generate the essential properties of key
entities for each topic, and subsequently, property
values are extracted from the respective web pages
of these entities. This process culminates in the for-
mation of property tables. An illustrative example
of the topics and entities’ properties is provided in
Appendix Table 4.

When questions or queries are posed, the SRAG
system efficiently navigates the graph by utiliz-
ing both the connections (edges) and the nodes
along with the associated property tables to retrieve
relevant information. The property tables, which
contain attributes and values related to the enti-
ties within the graph, serve as a comprehensive and
structured data source that can be queried alongside
the graph structure. This dual approach facilitates
thorough analysis, as it takes into account both the
relational context (the connections among entities)
and the specific properties of the entities involved.
Moreover, such automated process benefits from
low labor costs due to automation and optimiza-
tion within the graph database system, reducing the
need for time-consuming and error-prone manual
data processing and analysis.

A.6 Quality Control of Questions

We devise several strategies to ensure the integrity
and effectiveness of questions.

* Question Templates. The use of templates en-
sures that every question is crafted with a clear



Table 4: Example Topics and Their Entities Properties.

Topics Entities Properties #-Entities

ACM fellow nationality, field of study, affiliation 1115

Cities of the World population, geographic coordinates, altitude, 7040
GDP

Presidents of the US te'rm lengths, pol}tlcal partles,. vice-presidents, 55
birth states, previous occupations

Chemical Elements atom.lc nur.nber, atomic mass, b(.nhng point, 166
melting point, electron configuration

) host cities, number of participating countries,

Summer Olympic Games total number of events, medal tally, records 35
broken

Nobel Prize in Chemistry categories, year of award, country of origin, 194

field of contribution.

Table 5: Template example for queries generated by the LLM (GPT-4).

Categories Types Template Examples
Comparison Intercomparison ;\;I;lch has high [property], [entity A] or [entity
Superlative Which [entity] has the highest/lowest [property]?
Aggregation How many [entities] have [specific property
value]?
Statistics Distribution Compliance Does [property] follow a normal distribution?
Correlation Analysis Is there a linear relationship between [property A]
and [property B]?
. . Are the variances in [property A] and [property
Variance Analysis B] significantly different?
Descriptive Relationship  How is [entity A] related to [entity B]?
Relationship

What would be the impact if [entity A] collabo-

H hetical i . .
ypothetical Scenarios rates with [entity B]?

structure, making it easier for respondents to
understand and answer them accurately. For
relationship and complex statistic questions,
we turn the questions in a closed-ended style,
as they require a specific response of either
“yes” or “no”, which makes the answer in a
standardized format. We meticulously prepare
all question templates, with examples in the
Appendix Table 5.

Question Refinement. After the initial de-
velopment phase, each question undergoes a
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refinement process utilizing GPT-3.5-turbo.
This stage is essential for improving the clar-
ity, relevance, and neutrality of the questions.
It also includes a thorough review to identify
and mitigate any potential bias, contributing to
minimizing misunderstandings and elevating
the overall quality of the questions.

Manual review. We assess the questions for
accuracy, ensuring they are factually correct
and relevant to our purpose. Manual reviews
can also provide insights into whether the



questions are likely to effectively elicit the
intended information from answers, thereby
contributing to the reliability and validity of
the benchmark.

A.7 Baseline Performance.

Introducing RAG significantly improves overall
performance, particularly in comparison tasks,
while fine-tuning LLaMA-3-Instruct alone does not
yield substantial gains without RAG. On MEBench,
open-source models like LLaMA-3-Instruct, even
with RAG, can’t match proprietary models like
GPT-4, which achieves a 59.3% accuracy compared
to LLaMA-3-Instruct’s 31.6%.
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