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Abstract
The interpretability of deep neural networks (DNNs) has emerged as a crucial area of research,
particularly in image classification tasks where decisions often lack transparency. Saliency maps
have been widely used as a tool to decode the inner workings of these networks by highlighting
regions of input images deemed most influential in the classification process. However, recent
studies have revealed significant limitations and inconsistencies in the utility of saliency maps as
explanations. This paper aims to systematically assess the shortcomings of saliency maps and
explore alternative approaches to achieve more reliable and interpretable explanations for image
classification models. We carry out a series of experiments to show that 1) the existing evaluation
does not provide a fair nor meaningful comparison to the existing saliency maps; these evaluations
have their implicit assumption and are not differentiable; 2) the saliency maps do not provide
enough information on explaining the accuracy of network, the relationship between classes and
the modification of the images.
Keywords: Interpretability; Saliency Maps; Image Classification

1. Introduction

Deep learning models achieved remarkable success in various machine learning tasks and their
use is starting to pervade high-risk AI systems, such as autonomous driving and medical analysis,
which urges the development of explainable AI to build trust and help in validating deep learning
models.1 According to the survey (Zhang et al., 2021), most of the research focuses on providing
passive attribution as local explanations, i.e. providing insight into the decision-making process of
the model by highlighting the most relevant regions of the input. Such explanations in computer
vision are widely known as saliency map, providing visual indications what regions of an image
contribute most to a decision. However, when we examine the various existing methods to generate
saliency maps, we face severe difficulties in evaluating their adequacy as practical means to identify
“the main elements of the decision taken”, rooted in the diversity of definitions and proposals for
methods and metrics.

Saliency maps are commonly used in weakly supervised object localization and segmenta-
tion (Zhang et al., 2017b; Zhou et al., 2016). In this paper, we call any method generating a saliency

1. Article 86 of the new European AI Act, for instance, mandates that persons affected adversely by AI have the right
to obtain a clear and meaningful explanations of the role of the AI system in the decision-making procedure and the
main elements of the decision taken.

© 2024 H. Zhang, F. Torres & H. Hermanns.
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map a “saliency method”. The implicit assumption here is that the model’s prediction is based
solely on the object itself. However, in reality, intrinsic object features such as color, shape, parts,
and the background also contribute to recognition (Zhang et al., 2023). Saliency object detection
and fixation (Bylinskii et al., 2018; Judd et al., 2012) are also related to localization but use human
focus as ground truth. These evaluations assess how well the models align with human fixation
but are not necessarily related to explainability. The ability to provide visual feedback is a crucial
asset of saliency maps, albeit being challenging to evaluate quantitatively. Therefore evaluations
based on human perception, such as crowd-sourced use cases (Zeiler and Fergus, 2014; Samuel
et al., 2021) have been introduced. However, these methods are typically costly and subject to
bias (Gonzalez-Garcia et al., 2018). Plus, the assumption that model predictions align with hu-
man perception can be misleading, as humans and networks do not necessarily focus on the same
regions (Das et al., 2017). Discriminative ability (Li et al., 2019; Wang and Vasconcelos, 2023)
suggests that explanations can be evaluated based on whether the saliency maps provide effective
discriminative information. However, while this approach makes sense, it lacks generalisability. In
practice, datasets with specific annotations are required for evaluating discriminative ability.

Since evaluations based on human perception are costly and subjective, mathematical evaluation
appears as a more practical, stable, and objective approach for assessing how well saliency maps
reveal model predictions. Researchers in the field of explainable AI are working to establish bench-
marks for evaluating saliency maps based on several key metrics, including fidelity (Gomez et al.,
2022; Han et al., 2022), robustness (Samek et al., 2016; Dasgupta et al., 2022), complexity (Bhatt
et al., 2020; Nguyen and Martı́nez, 2020), and randomization (Adebayo et al., 2018b; Hedström
et al., 2024), as indicated by recent work (Hedström et al., 2023). However, instead of a systematic
evaluation across metrics, there is a tendency of cherry-picking a few metrics when proposing a new
saliency method, or to only compare on toy datasets like MNIST or CIFAR-10, rather than on more
realistic datasets such as ImageNet. A notable exception in this fragmented research landscape is
the work by Li et al. (2021) that provides a comparative study of two particular saliency map meth-
ods across different metrics and on two realistic datasets. This is a highly valuable step towards
clarifying the actual performance of saliency methods. However, the authors focus on comparing
methods in terms of localization and false-positive results using the eBAM dataset, which contains
both scene and object class labels rooted in human perception. As discussed above, we instead
prefer mathematically defined quality indicators, such as fidelty and other metrics. However, this
ambition is challenged further by the diverse purposes and scenarios for which saliency maps and
assessment metrics are designed. Each of the existing mathematically defined metrics is based on
different assumptions and experimental setups, complicating comparisons and making it difficult to
define satisfactory explanations.

The present paper reports on orchestrated efforts to clarify the strengths and weaknesses of
saliency maps as explanations in computer vision, choosing the archetypal task of image classi-
fication as the use case for investigation. By comparing the various saliency methods over var-
ious mathematically defined metrics, we systematically assess the limitations and deficiencies of
saliency mapping as well as the evaluation metrics, offering both empirical evidence and insights
to illuminate their shortcomings. Furthermore, our focus is on presenting compelling arguments
regarding explainability in image classification tasks, thereby driving advancements in the field of
interpretable AI. Our work can be considered to complement and complete the initial work of Li
et al. (2021) (that is consistent with our findings) regarding the benchmarking of saliency methods as
explanations in image classification. Furthermore, we present compelling arguments regarding ex-
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plainability in image classification tasks, thereby driving advancements in the field of interpretable
AI.

2. Preliminaries

Classification. Consider a classifier network f : X → RC that maps an input image x ∈ X to
a logit vector y = f(x) ∈ RC , where x with size W × H × 3, X is the image space and C is
the number of classes. We denote the predicted logit as yc = f(x)c, the predicted probability for
the class c as pc = softmax(y)c := eyc/

∑
j e

yj , and the prediction function of the classifier as
ϕ(x; f) := argmaxk f(x)k. For layer l, we denote the corresponding feature map of the model by
Al := fl(x) ∈ Rwl×hl×kl , which is a tensor with spatial resolution wl × hl and kl channels.

Post Hoc Explanation. Consider a post hoc explanation e := E(f ;x; c) to the black box model f
recognizing the input x as class c generated by the explanation approach E, which we usually take
to be a part (i.e. a selected subset) of the input. If the explanation e is a sufficient explanation, then
we expect to have g(f ;x; e) ≡ g(f ;x; e ∪ e′), where e′ is any subset of the input, and g(f ;x; e)
denotes a function to evaluate the performance of e w.r.t. f and x. If the explanation e is a necessary
explanation, then we expect to have g(f ;x; e \ ê) ≪ g(f ;x; e), where ê is any nonempty subset
of e. This formalization of post hoc explanation is inspired by Huang and Marques-Silva (2024).

Saliency Map as Explanations. Assume a saliency mapping approach S producing a saliency
map m := S(f,x, c), where m is a matrix of size W × H with values in [0, 1], as a post hoc
explanation to the black box model f predicting the input x2 as class c. The saliency map m
indicates which pixel contributes to prediction and gives a value in [0, 1] to indicate how much it
contributes. For m to be a sufficient explanation, we need to have ϕ(x; f) ≡ ϕ(x ⊙ m; f) ≡
ϕ(x ⊙ m′; f) for each m′ ⪰ m, where ⊙ denotes the point-wise multiplication and ⪰ is the
partial order obtained by pointwise lifting of ≥ to matrices. For m to be a necessary explanation,
we require ϕ(x⊙m′; f) ̸= ϕ(x; f) whenever m′ ≺ m. Owed to the quantification over candidate
maps m′ it is obviously hard to evaluate whether in reality a saliency map is a sufficient or necessary
explanation. Plus the effect of pixels is not independent of each other. As a result, a series of tailored
properties and corresponding metrics have been proposed to measure the quality of saliency maps
as explanations approximately.

3. Saliency Methods

Unlike text and table data, images are composed of a collection of pixels with inherent connections
among them. This connectivity is particularly relevant for Convolutional Neural Networks (CNNs),
which identify patterns based on regions, i.e. subsets of these pixels. To account for the high dimen-
sionality and pixel correlations in images, a series of specialized techniques have been developed
other than general attribution methods, collectively referred to as saliency maps. We categorize
these techniques into four families, which we introduce in the following sections.

2. Given that x ∈ RW×H×3 and m ∈ RW×H , to perform point-wise multiplication ⊙ between x and m, we replicate
m to match the shape of x. For simplicity, this replication step is omitted in the notation.



ZHANG TORRES HERMANNS

3.1. Gradient-based Methods

Gradient-based methods (Adebayo et al., 2018a; Springenberg et al., 2015; Baehrens et al., 2010)
uses the gradient of a target class score with respect to the input to measure the effect of differ-
ent image regions on the prediction. Intuitively, the gradient indicates those input features that
influence the output with respect to the corresponding class c, thus Simonyan et al. (2014) treats
gradients as a saliency map, i.e. mc

i := ∂yc
∂xi

. Inspired by DeconvNet (Zeiler and Fergus, 2014),
Guided Backpropagation (GuidedBP) (Springenberg et al., 2015) permits only the flow of posi-
tive gradients. Therefore, we define the saliency map using intermediate recurrence, denoted as
Rl

i := (Al
i > 0)(Rl+1

i > 0)Rl+1
i for the layer l. For the last layer L, we have RL

i := ∂yc
∂AL

i
. To

achieve implementation invariance, Integrated Gradients (IG) (Sundararajan et al., 2017) computes
saliency maps by multiplying the input variable element-wise with the average partial derivatives
as the input transitions from a baseline to its final value. The mathematical form of it can be
mc

i := (xi − x̄i)
∫ 1
α=0

∂f(x̄+α(x−x̄)c)
∂xi

dα, where x̄ is a baseline input. Other methods (Shrikumar
et al., 2017; Zhang et al., 2017b; Bastings and Filippova, 2020), inspired by Layer-wise Relevance
Propagation (LRP) (Bach et al., 2015), calculate the relevance scores by backpropagating the final
prediction to the input using their specific rules. SmoothGrad (Smilkov et al., 2017) accumulate
gradients into saliency maps. A different approach is to use adversarial attacks (Elliott et al., 2021;
Jalwana et al., 2020).

Gradient-based methods treat each pixel as an element to calculate importance, resulting in
a different texture compared to other families of methods. Researchers from Human-Computer
Interaction (HCI) prefer saliency maps generated by gradient-based methods because they reveal
the shape of the context within an image and are considered understandable and informative by that
community (Wang and Yin, 2021). However, computer vision experts tend to criticize gradient-
based methods because some of them fail to satisfy the fundamental property of implementation
invariance (Sundararajan et al., 2017) and do not pass sanity checks (Adebayo et al., 2018b).

3.2. CAM-based Methods

Class activation maps (CAM) (Zhou et al., 2016) is a visualization method that highlights the image
regions most relevant to a target class by a linear combination of feature maps. CAM-based meth-
ods (Selvaraju et al., 2017; Chattopadhay et al., 2018; Zhang et al., 2023), especially proposed for
images, replicate this process without requiring additional training or specific architectures. Given a
layer l and a class of interest c, CAM-based saliency maps generated can be formulated as Sc

l (x) :=∑
k w

c
kA

l
k where wc

k are weights defining a linear combination over channels. Several variants use
different definitions for the weights. Grad-CAM (Selvaraju et al., 2017) defines weights for any
layer l as wc

k := GAP
(

∂yc
∂Al

k

)
where GAP is the global average pooling. Grad-CAM++ (Chattopad-

hay et al., 2018) defines weights as wc
k :=

∑
i

∑
j

 ∂2yc
(∂Al

k
)2

2 ∂2yc
(∂Al

k
)2

+
∑

i

∑
j(A

k ∂3yc
(∂Al

k
)3

)

ReLU
(

∂yc
∂Al

k

),

where i and j denotes the spatial indices of the features. Score-CAM (Wang et al., 2020) defines
weights as wc

k := softmax
(
f(x⊙ n(up(Al)))c − f(x̄)c

)
k
, where n(A) := A−minA

maxA−minA is a nor-
malization of matrix A into [0, 1], up(·) is an up-sampling function to make the feature has the same
shape as images, and x̄ is baseline inputs. Because CAM-based methods consistently use bilinear
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up-sampling and max-min normalization, the resulting saliency maps are always smooth and have
values between zero and one.

3.3. Occlusion-based Methods

Occlusion-based methods (Petsiuk et al., 2018; Fong and Vedaldi, 2017; Schulz et al., 2020) use a
number of candidate masks, measure their effect on the prediction, then combine them in a single
saliency map. LIME (Ribeiro et al., 2016) relies on superpixels to define the fundamental elements
for perturbation and masking. We generate instances around x by randomly selecting nonzero
elements of x. Given a perturbed sample z′ ∈ {0, 1}d, which includes a fraction of the nonzero
elements of x, we reconstruct the sample in its original form z ∈ Rd and compute f(z) to serve
as the label for the explanation model. We then approximate the saliency map by using K-LASSO
to solve the following problem mc := argminw

∑
z,z′∈Z πx(z)(f(z)c − wz′)2 + Ω(w), where

πx(z) := exp(−
∑

(x−z)2

σ2 ), Ω is a complexity measure, σ is the width for the exponential kernel
defined on L2 distance function. RISE (Petsiuk et al., 2018) introduces a function M : X →
{0, 1}W×H×3 to generate random binary mask with distribution D, then the saliency map can be
approximate mc := 1

N
1

E[M ]

∑N
i=1 f(x ⊙ Mi)cMi, where M denotes a binary mask generated by

function M, i.e. averaging the influence of random masks weighted by the class score. Meaningful
perturbations (Fong and Vedaldi, 2017) and extremal perturbations (Fong et al., 2019) directly
optimize the mask in the image space by using gradients. They require a large number of parameters
as well as regularizers, e.g. for smoothness. Information bottleneck attribution (IBA) (Schulz et al.,
2020) optimizes the mask in the feature space as a tensor instead. Score-CAM (Wang et al., 2020)
is also an occlusion-based method, using individual feature maps as candidate masks.

3.4. Learning-based Methods

Learning-based methods (Chang et al., 2019; Dabkowski and Gal, 2017; Phang et al., 2020; Zolna
et al., 2020) use an additional network or branch and they train it on extra data and image-level labels
to predict a saliency map given an input image. This includes for example generators (Chang et al.,
2019) or auto-encoders (Dabkowski and Gal, 2017; Phang et al., 2020). This approach may be com-
pared with weakly-supervised object detection (Bilen and Vedaldi, 2016), segmentation (Kolesnikov
and Lampert, 2016) or instance segmentation (Ahn et al., 2019). Information Bottlenecks for Attri-
bution (IBA) (Schulz et al., 2020) includes a learning-based approach in the feature space. Apart
from requiring extra data, it is not satisfying in the sense that the learned decoder would need to
be explained too. IBA applies a linear interpolation between signal of feature map Al and noise
ϵ ∼ N (µAl , σ2

Al). This is represented as z := MAl + (1 −M)ϵ where M denotes mask in [0, 1]

with the same dimensions as Al. Let Q(z) := N (µAl , σAl) denote a variational approximation
which assumes that all dimensions of z are distributed normally and independent as feature maps
after linear or convolutional layers tend to have a Gaussian distribution. To train a distinct neural
network by optimizing the cross-entropy loss LCE of the classification and the mutual information
loss, we can obtain the saliency map by m := argminM LCE + βEAl

[
DKL

[
P (z|Al)∥Q(z)

]]
,

where the parameter β controls the relative importance of the two objectives, and DKL denotes the
KL-divergence.

Discussion. Given the existing variety of the saliency mapping approaches reviewed above, the
following difficulties are obviously present when aiming at a comparative evaluation: 1) The meth-
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ods have incompatible value ranges; for instance, CAM-based methods generate single-channel
saliency maps with values in the range [0, 1] due to bilinear interpolation and normalized with max-
min scaling, while the normalization is not detailed for gradient-based methods and the saliency
map lacks a clear value limit. 2) The methods are characterised by different textures; for instance,
some Occlusion-based methods like LIME (Ribeiro et al., 2016) use a group of pixels as the basic
element resulting in discontinuous saliency maps, CAM-based methods treat a channel of feature
maps as the basic element resulting in smooth saliency maps, gradient-based methods consider a
channel of a pixel as the basic element resulting scattered saliency maps, (learning-based methods
can generate continuous and smooth or binary saliency maps, dependent on how they are set up);
3) They differ in scope; for instance, learning-based methods are generally model-agnostic while
gradient-based and CAM-based methods are mainly model-specific.

Takeaway: Saliency maps as explanation providers for images differ from those for text or table
data. The inputs are high-dimensional, making it challenging to disentangle the relationships
between different pixels. Additionally, the variety of value ranges, textures, and scope makes it
a priori difficult to compare saliency maps obtained from different method categories.

4. Saliency Metrics

This section looks at the zoo of evaluation metrics and their relation to explanatory properties.

4.1. Fidelity

Fidelity, also known as faithfulness or correctness, is associated with the capability of the expla-
nation to approximate the prediction of the black-box model (Carvalho et al., 2019). Fidelity is a
crucial concept for an explanation since it is meant to answer the question of whether an explanation
faithfully reproduces the dynamics of the underlying model (Alvarez Melis and Jaakkola, 2018). It
is however difficult to capture formally.

Fidelity vs. Accuracy. To assess how well an explanation approximates a model’s overall behav-
ior, it is natural to associate fidelity with accuracy. A local explanation m with good fidelity satisfies
Local Accuracy (LA) (Lundberg and Lee, 2017), i.e. |f(x)c − f(x ⊙m)c| = 0 for image classifi-
cation. The corresponding metric is LA := 1

N

∑N
i=1 |f(xi)c − f(xi ⊙ mi)c|. This implies that a

good saliency map should retain the information necessary for the network to give exactly the same
prediction as it would with the entire input. In computer vision, several metrics are proposed under
the assumption that a better saliency map will increase confidence in the explanation. These met-
rics include Average Drop (AD), Average Increase (AI) (Chattopadhay et al., 2018) and Average
Gain (AG) (Zhang et al., 2023). AD measures the negative impact on predicted class probabili-
ties when the input image is masked with the saliency map, with a smaller value indicating better
performance. It is calculated as AD(%) := 1

N

∑N
i=1

[f(xi)c−f(xi⊙mi)c]+
f(xi)c

· 100. While AI and AG
evaluate the positive effect, but AI only cares if the saliency map improves the prediction, calculated
as AI(%) := 1

N

∑N
i 1f(xi)c<f(xi⊙mi)c · 100. Since a trivial increase in prediction can be detected

by AI, it has a fundamental flaw. To address this issue, AG is proposed to evaluate the magnitude
of the increase. It is calculated as AG(%) := 1

N

∑N
i=1

[f(xi⊙mi)c−f(xi)c]+
1−f(xi)c

· 100. Higher values of
AI and AG indicate a more favorable saliency map.
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Given the high-dimensionality of images and the intricate relationships among pixels, determin-
ing whether a good saliency map should improve accuracy or merely mirror changes in accuracy is
challenging. LA does not differentiate between positive and negative influences on prediction. The
popularity of AI and AD in computer vision suggests that enhancing accuracy is more attractive to
researchers in the field.

Sufficiency and Necessity. To elaborate on the definition of fidelity, it is crucial to assess how
well an explanation includes all important information, i.e. sufficiency, and accurately identifies
truly insignificant features as insignificant, i.e. necessity (DeYoung et al., 2019; Luss et al., 2019).
The metrics designed based on this principle and commonly used for evaluating saliency maps for
images are Insertion (I) and Deletion (D) (Petsiuk et al., 2018). Insertion and deletion sequentially
add or remove pixels in decreasing order of saliency and observe the effect on the prediction. Dele-
tion measures the decrease in the probability pc of class c when pixels are removed in decreasing
order of saliency, with removal being equivalent to setting pixel values to zero. Conversely, insertion
measures the increase in probability when adding pixels back. This process starts with a version of
the image that is distorted by Gaussian blur relative to the original image. These operations result
in out-of-distribution (OOD) images (Gomez et al., 2022), and the metrics tend to favor small and
compact regions Zhang et al. (2023).

There are metrics satisfied both sufficient and necessary under the assumption monotonicity or
completeness. Monotonic-increase Arya et al. (2019) measure the monotonic increase in classifi-
cation probability due to incremental inclusion of pixels in increasing order of saliency map. It
defines as Monotonicity := Corri∈{1···K} (mi, f(x⊙mi)c), where Corr denotes the Pearson’s
correlation, and mi denotes the ith set of pixels in saliency maps sorted in increasing order. Both
monotonicity (Arya et al., 2019; Nguyen and Martı́nez, 2020) and completeness (Shrikumar et al.,
2017; Ancona et al., 2017; Sundararajan et al., 2017) assume that inputs with higher values in
saliency maps have a greater impact on the output compared to those with lower values. Mono-
tonicity considers the relative values of the saliency maps, whereas completeness considers their
actual values. Existing experiments (Zhang et al., 2023) on failure cases of I/D show that when
saliency maps highlight multiple regions, the values are high, but the impact on the output drops
significantly. This occurs because the added pixels form discontinuous regions, hindering model
recognition. This finding indicates that the assumptions of monotonicity and completeness are not
realistic for image classifiers.

4.2. Robustness

The robustness, also known as sensitivity, evaluates the similarity of explanations under changes
to the input point. We classify such robustness into two categories: 1) robustness with general
perturbations measures the change in explanation as a function of change in input where this
change in input is described by local perturbation of a given radius (Yeh et al., 2019; Agarwal
et al., 2022; Montavon et al., 2018); 2) robustness with adversarial perturbations is a special case
where the perturbations are intended to cause the change in explanation while the input is per-
turbed imperceptibly (Ghorbani et al., 2019). Max sensitivity (MS) (Yeh et al., 2019) measures the
maximum change in the saliency map under a small general perturbation. It defines as MS :=
max∥x′−x∥≤ϵ ∥S(f,x, c) − S(f,x′, c)∥ where ϵ is a spare of radius around the input to bound the
perturbation. However, maximum sensitivity is unrepresentative of the behavior of the saliency
map method if the saliency map varies smoothly in a region of perturbation, except for a few
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isolated points. To address it, Bhatt et al. (2020) proposed average sensitivity (AS) as AS :=∫
x′∈R ∥S(f,x, c) − S(f,x′, c)∥p(x′) dx′ where R is perturbation region, p(x) is uniformly dis-

tributed in a sphere with radius ϵ around x, i.e. p := U(x′|∥x′ − x∥ ≤ ϵ).

4.3. Complexity

The explanations should capture to what extent explanations are concise, i.e. few features are
used to explain a model prediction. Bhatt et al. (2020) evaluates the complexity by entropy com-
plexity, i.e. measuring the entropy of the fractional contribution distribution of the input element.
It can be formulated as Complexity := E[− ln(pm(x))] = −

∑
i pm(x)i ln(pm(x)i), where

pm(x)i := |S(f,x,c)i|∑
j |S(f,x,c)j |

. While Nguyen and Martı́nez (2020) defines effective complexity (EC)
as the minimum number of the important input element retrained in the inputs such that the con-
ditional expected loss over model performance does not exceed a given tolerance. Then we have
EC := argmink∈[1,··· ,K] |Mk| subject to E (L(f(x), f(x ·Mk)|x⊙Mk)), where Mk denotes the
salience maps of top k set of pixels and L denotes the least squares loss. Besides, works (Samek
et al., 2016) evaluate complexity as sparsity and they evaluate the number of nonzero coefficients in
the function, for instance, L1 regularization is used as sparseness in Chalasani et al. (2020).

4.4. Localization

Localization metrics are a specific type of metric for image explanations that evaluate how well
saliency maps align with object bounding boxes. This property is highly valued by researchers in
computer vision because localization is a crucial task in the field and is intuitive for human under-
standing. However, evaluating localization as part of the explanation implies that the model should
interpret images in the same way humans do. Additionally, some researchers argue that focusing on
localization as an explanation often overlooks the importance of background context (Shetty et al.,
2019; Rao et al., 2022). According to the experiments conducted by Zhang et al. (2023), it is ev-
ident that the region of the object is not the only area influencing the network’s decision. Thus,
localization metrics based on ground truth bounding boxes may not be appropriate for evaluating
the quality of saliency maps as explanations.

4.5. Sanity

Sanity checking, also known as Randomization, is another commonly used approach for evaluating
saliency maps as explanations in computer vision. This metric implies that the quality of the saliency
map should degrade as the evaluation problem deteriorates, induced by increasing randomization
of model parameters (Adebayo et al., 2018b; Hedström et al., 2024; Sixt et al., 2020). So, the
sensitivity of saliency maps with respect to model parameters is evaluated, assuming that saliency
maps should exhibit similar sensitivity to noise as the model’s accuracy does with respect to changes
in parameters. Intuitively, fidelity entails sanity. Sanity checks are popular across computer vision,
signifying the shortcomings of existing fidelity metrics and the conceptual confusion in the field.

Takeaway: (1) Fidelity is the most critical property for evaluating saliency maps as explana-
tions, but for images, the assumptions behind the metrics are not always valid. (2) Robustness
and complexity are important mathematical properties that a good saliency map method should
possess, but they do not directly address explanability. (3) Localization is not necessarily linked
to explanation. (4) The sanity check is considered a subset concept of fidelity.
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5. Experiments

In this section, we first introduce the experimental setting. Next, we focus on the most important
metrics, namely fidelity, and evaluate the performance of existing metrics to determine if they fulfill
their intended purpose. We then assess the performance of existing metrics in terms of robustness
and complexity, and explore the performance of saliency maps with respect to transformations.

5.1. Settings

Network and Dataset. We use the pretrained ResNet50 (He et al., 2016) from the Pytorch model
zoo3. We use the validation set of ImageNet ILSVRC 2012 (Krizhevsky et al., 2012; Russakovsky
et al., 2015), which contains 50, 000 images evenly distributed over the 1, 000 categories.

Saliency Methods. We select Gradient (Simonyan et al., 2014), IG (Sundararajan et al., 2017) and
GuidedBackprop (Springenberg et al., 2015) as representatives of gradient-based methods; Grad-
CAM (Selvaraju et al., 2017), Grad-CAM++ (Chattopadhay et al., 2018) and ScoreCAM (Wang
et al., 2020) for CAM-based methods; RISE (Petsiuk et al., 2018) and LIME (Ribeiro et al., 2016)
for occlusion-based methods; and IBA (Schulz et al., 2020) for learning-based methods. Addition-
ally, we tested on Fake-CAM (Poppi et al., 2021), which defines a constant, entirely uninformed,
saliency map by setting the top-left pixel to zero while keeping all other values uniform.

Normalization. The range of values in saliency maps significantly influences evaluation metrics
that involve masking of images, e.g. AI, AG, or AD. Gradient-based methods generate saliency maps
of size W ×H in three unconstrained color dimensions. This needs to induce some unfairness when
comparing to value-constraint single-channel saliency maps. To address this, we explored existing
normalization practices for gradient-based methods, and decided to employ max-min normalization
to confine values between zero and one, and then (if applicable) to aggregate three channels into
one through the max operation, all this being inspired by the code of SmoothGrad4,

Evaluation Metrics. We choose AI, AD (Chattopadhay et al., 2018), AG (Zhang et al., 2023), I,
D (Petsiuk et al., 2018), Monotonicity (Nguyen and Martı́nez, 2020) and Completeness (Sundarara-
jan et al., 2017) as representative of Fidelity metrics. We choose MS and AS (Yeh et al., 2019)
as representative of robustness, and Sparsenes (Chalasani et al., 2020), Complexity (Bhatt et al.,
2020) and EC (Nguyen and Martı́nez, 2020) as representative of Complexity. AI/AD/AG are imple-
mented according to the definition, I/D is from the official implementation of RISE 5. All the other
implementations are taken from Quantus (Hedström et al., 2023)6.

5.2. Fidelity

We evaluate popular fidelity metrics across the various saliency methods, results are shown in Ta-
ble 1. Gradient-based methods perform poorly on fidelity metrics, which echoes the result of (Ade-
bayo et al., 2018b) that they fail in sanity checking. On average, CAM-based methods can be
considered to perform best. The fact that Fake-CAM ranks in the top two for AI/AD/Monotonicity

3. https://pytorch.org/vision/0.8/models.html
4. https://github.com/kazuto1011/smoothgrad-pytorch/blob/master/smooth_grad.py
5. https://github.com/eclique/RISE
6. https://github.com/understandable-machine-intelligence-lab/Quantus

https://pytorch.org/vision/0.8/models.html
https://github.com/kazuto1011/smoothgrad-pytorch/blob/master/smooth_grad.py
https://github.com/eclique/RISE
https://github.com/understandable-machine-intelligence-lab/Quantus
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Methods AI AD AG I D Monotonicity

Uninformed Fake-CAM 47.3 99.2 1.6 60.1 61.6 0.57
Gradient 2.2 4.0 0.0 51.4 81.3 -0.19
IG 2.5 5.1 0.1 53.5 88.4 0.36Gradient
GuidedBP 2.6 4.8 0.0 53.5 86.9 0.08
Grad-CAM 44.4 87.6 17.8 66.8 86.8 0.53
Grad-CAM++ 42.3 87.0 16.3 66.2 86.5 0.59CAM
Score-CAM 50.0 89.3 21.7 66.7 85.1 0.56
RISE 39.0 86.0 13.9 65.0 80.4 0.35

Occlusion
LIME 9.7 31.8 2.9 64.7 84.0 0.24

Learning IBA 36.8 82.3 14.5 66.5 85.7 0.55

Table 1: Evaluation of selected saliency mapping methods for different fidelity metrics w.r.t. the
respective ground truth classes, where AD = 100−AD and D = 100−D. This adjustment
aligns all metrics so that higher values correspond to better performance.

highlights the shortcomings of current fidelity metrics for image classification. All the methods fail
to satisfy the completeness assumption (not shown in the table).

Best Instances per Metric Worst Instances per Metric

AD AG I D Monotonicity AD AG I D Monotonicity
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Figure 1: Images achieving best/worst performance w.r.t. each fidelity metric.

We now discuss individual images where best and worst performance are achieved: For each
metric, we select the method performing best/worst on the corresponding metric and identify the
images with the highest/lowest score. We display those together with the saliency maps obtained
by various saliency methods in Figure 17. Due to space constraints (and because the performances

7. The visual appeareance of IG maps is worse than in the original paper due to different normalization techniques. This
is a result of our intention to provide a mathematically sound comparison across methods rather than visualization.
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within the set of gradient-based methods do not differ considerably, and similarly for CAM-based
methods), we chose IG and Score-CAM as the respective representatives. From the visualizations
presented, we observe that if considered together with the original images, gradient-based methods
(IG) appear to provide the least information. However, if looked at without the original images, only
the gradient-based method IG could be considered to produce meaningful structural information on
its own, instead of highlighting continuous yet unspecific regions. Overall, fidelity metrics tend to
favor saliency maps that highlight large, continuous regions. The worst cases for I and D metrics
are rooted in the same image, where the IG method (errorneously) highlights a cylindrical shape on
the right.
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Figure 2: Relation between the probability yc of ground truth and respecitve fidelity metrics.

Fidelity vs. Prediction. We now consider the probability value yc with respect to the ground truth
class c in relation to the corresponding fidelity metrics (i.e., AG/AD/I/D). In Figure 2, we rank
all the samples according to their probability values, downsampling uniformly to get the samples
displayed. For CAM-based methods, there is a clear positive correlation between AG and yc, and
a negative correlation between AD and yc (so a positive correlation for AD). However, such cor-
relations are not as apparent for other types of saliency methods. Generally, there is a positive
correlation between I and yc, and while there is also a positive correlation between D and yc, it is
not as pronounced as that for I.

To investigate the descriptive capabilities of saliency methods in correlation to their class spe-
cific behaviour, we generate attributions for the ground-truth label, the top-1 predicted class and the
least probable class across the validation dataset. In this experiment, we expect to observe a steady
decline in the quality of explanations as the behaviour is modified, particularly when performance
shifts from 100% accuracy to 0. As shown in Table 2, the overall performance of interpretability
metrics is optimal when considering the ground truth class, as expected. Moreover, performance is
only slightly decreased when the attributions are generated for the top-1 predicted class.

When the target class is potential, fidelity metrics for saliency maps do not provide additional
information. However, if the target class is impossible for the images (i.e., least probable), we can
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distinguish this from fidelity metrics by observing higher values for AI/AD/D and extremely lower
values for AG/I. It also indicates that existing fidelity metrics manage to approximate the model’s
prediction to some extent, but there is still room for improvement.

Methods
Ground Truth Predicted Class Least Probable

AI AD AG I D AI AD AG I D AI AD AG I D

Uninformed Fake-CAM 47.3 99.2 1.6 60.1 61.6 46.8 99.5 1.8 66.9 57.4 53.3 100 0 0 100
Gradient 2.2 4.0 0 51.4 81.3 0.1 0.7 0 55.8 78.3 100 100 0 0 100
IG 2.5 5.1 0.1 53.4 88.4 0.1 1.3 0 57.8 85.9 99.9 99.9 0 0 100Gradient
GuidedBP 2.6 4.8 0.0 53.5 86.9 0 0.9 0 57.8 84.9 100 100 0 0 100
Grad-CAM 44.4 87.6 17.8 66.8 86.8 38.7 85.9 18.7 75.2 85.7 100 100 0.1 0 100
Grad-CAM++ 42.3 87.0 16.3 66.2 86.5 37.3 85.7 17.3 74.5 85.3 79.5 88.5 0 0 100CAM
Score-CAM 50.0 89.3 21.7 66.7 85.1 45.2 88.2 23.0 75.7 83.8 90.4 94.4 0 0 100
RISE 39.0 86.0 13.9 65.0 80.4 27.1 79.6 12.1 71.9 79.5 81.0 88.3 0 0 100

Occlusion
LIME 9.7 31.8 2.9 64.7 84.0 4.8 27.1 2.4 72.2 82.5 98.5 99.1 0 0 100

Learning IBA 36.8 82.3 14.5 66.5 85.7 30.6 79.7 14.9 74.9 84.4 87.5 92.4 0 0 100

Table 2: Evaluation of fidelity metrics with respect to different classes.

Takeaway: (1) Gradient-based methods perform badly in most fidelity metrics. (2) CAM-based
methods (notably including Fake-CAM) perform best overall across fidelity metrics. (3) Among
existing metrics of fidelity, AG and I (and to a lesser extent D) are not fooled by Fake-CAM.
(4) I and D show a positive correlation with the probability of ground truth. (5) Overall, the
fidelity metrics are not discrimitative enough to meaningfully tell apart performance of specific
saliency methods.

5.3. Robustness, Complexity, and Sensitivity

Robustness and Complexity. Although robustness and complexity do not directly demonstrate
the explanatory capability of saliency maps, these mathematical attributes nevertheless appear cru-
cial for saliency methods. We evaluate the corresponding metrics in Table 3. The smaller value of
MS/AS/Complexity/EC is better while the larger value of Sparseness is better. The results indicate
that most methods exhibit similar values with respect to these metrics, suggesting that these metrics
cannot effectively distinguish which saliency methods outperform others. These results support our
assertion that while robustness and complexity are important mathematical properties, they do not
adequately address explainability.

Sensitivity to Transformation. Another meaningful dimension of evaluation for saliency maps
focuses on their ability to explain modified images. Current model interpretation techniques assume
that images for which we seek explanations are of high quality and typically in natural orientations.
In this section, we investigate the interpretability properties of saliency maps generated on modi-
fied images. To do this, we select four popular image augmentation methods, i.e. MixUp, Resize,
Rotation and Crop , and apply four variations of each to a small subset of 1, 000 randomly selected
images from the ImageNet validation set. Additionally, we present results for the ground truth la-
bels. MixUp (Zhang et al., 2017a) is an augmentation technique that generates a synthetic image
by interpolating two images from different classes. The label for this synthetic image is a one-hot
encoding representing the probability of belonging to the two different categories.
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Methods MS AS Sparseness Complexity EC

Uninformed Fake-CAM 0.96 0.96 0.0 10.8 50175.0
Gradient 0.93 0.91 42.4 10.5 50174.9
IG 0.95 0.92 48.4 10.4 50174.8Gradient
GuidedBP 1.22 1.14 39.3 10.5 50174.9
Grad-CAM 0.92 0.92 39.6 10.5 49540.4
Grad-CAM++ 0.93 0.92 36.7 10.6 50055.2CAM
Score-CAM 0.93 0.92 36.7 10.6 50060.8
RISE 0.93 0.92 26.0 10.7 50175.0

Occlusion
LIME 0.93 0.93 72.3 9.7 26506.4

Learning IBA 0.91 0.91 44.6 10.5 50172.6

Table 3: Evaluation of robustness and complexity metrics.

Table 4 presents these results. When using Fake-CAM as a baseline, we observe that AI in-
creases significantly with Rotation, while AD drops dramatically with Resize. Values of I generally
decrease while values of D increase, with less magnitude in Crop. These changes are linked to the
variation in prediction probability yc for the transformations. The performance of gradient-based
methods varies greatly depending on the transformation, whereas CAM-based methods perform
more stably. Regarding the metrics, we find that only AG remains stable despite the transforma-
tions.

Methods
MixUp Resize Rotation Crop

AI AD AG I D AI AD AG I D AI AD AG I D AI AD AG I D

Fake-CAM 49.6 97.8 0.6 20.9 86.6 47.4 2.0 90.5 24.8 86.2 65.6 97.0 4.0 24.3 82.6 47.5 98.5 1.7 49.9 71.2
Gradient 40.8 44.6 0.1 17.6 95.6 34.7 37.8 0.1 22.0 95.2 8.5 13.2 0.0 18.9 95.8 3.0 5.2 0.0 43.3 92.5
IG 39.7 43.7 0.1 18.8 95.3 34.2 37.3 0.0 22.2 95.1 7.7 11.8 0.0 21.8 96.7 3.1 5.5 0.0 43.5 92.8
GuidedBP 43.1 47.4 0.1 17.2 95.8 34.8 38.2 0.2 21.7 95.2 9.1 14.1 0.1 19.4 96.9 3.1 5.7 0.0 42.9 93.3
Grad-CAM 64.8 84.8 7.0 25.1 96.3 47.7 71.7 6.3 31.3 93.8 54.2 79.2 9.7 29.5 96.9 37.3 78.2 11.4 55.3 78.8
Grad-CAM++ 54.1 79.1 6.6 24.9 96.0 46.2 71.0 5.8 30.9 91.4 51.7 78.8 11.5 29.1 96.8 35.5 76.0 10.3 52.4 90.4
Score-CAM 61.5 83.4 8.3 24.1 96.0 42.9 75.7 11.5 36.7 91.5 57.4 81.8 14.9 29.5 96.5 41.7 80.4 14.5 53.8 89.5
RISE 55.7 79.6 5.3 22.1 93.7 39.6 66.0 4.6 26.4 92.2 45.4 73.6 8.6 27.7 94.5 27.8 69.4 7.5 51.9 84.2
LIME 41.9 51.1 0.9 23.1 95.3 29.9 40.6 2.7 27.2 93.1 15.3 26.2 1.5 27.8 95.1 7.2 18.4 1.5 53.8 88.6
IBA 54.6 77.1 5.2 19.3 93.6 33.6 57.4 4.9 26.9 93.1 45.3 72.4 9.2 29.3 96.1 26.3 65.0 7.2 54.0 89.4

Table 4: Evaluation of fidelity metrics of saliency maps for transformed input images.

Takeaway: (1) The metrics of robustness and complexity primarily identify extreme cases and
lack differentiation in most saliency methods. (2) All saliency methods are sensitive to trans-
formation, with gradient-based methods being particularly sensitive. (3) Fidelity metrics are
also sensitive to transformation, though AG is the most stable among them.

6. Conclusion

In this work, we have focussed on image classification to review existing research on saliency maps.
Specifically, we examine the properties that researchers believe saliency maps should possess as ex-
planations. We highlight the challenges of comparing saliency maps in the field of image analysis
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and attempt to normalize them for fair comparisons. We evaluate these metrics and conduct exper-
iments, revealing that not all concepts are essential in this field such as localization. Furthermore,
existing metrics turn out to not always be realistic for images, such as Monotonicy and Complete-
ness. We have pinpointed obvious room for improvement regarding the metrics. On the other hand,
our empirical results also indicate that saliency methods often lack sufficient class-specific informa-
tion. We strongly encourage researchers in the field to develop saliency maps that not only highlight
where the models assign importance to, but also clarify what factors contribute to these predictions
and why. Notably, the results of Li et al. (2021) support our deeper observation that fidelity metrics
are not sufficiently discriminative to effectively differentiate the performance of specific saliency
methods. Their experiments use completely different datasets and an additional network, which
suggests that our conclusions are likely generalising to other models and datasets as well.
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