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ABSTRACT

Despite the impressive performance of Large Language Models (LLMs) across
numerous tasks and widespread application in real-world scenarios, LLMs still
struggle to guarantee their responses to be accurate and aligned with objective
facts. This leads to factual hallucination of LLMs, which can be difficult to de-
tect and mislead users lacking relevant knowledge. Post-training techniques have
been employed to mitigate this issue, yet they are usually followed by a trade-
off between honesty and helpfulness, along with a lack of generalized improve-
ments. In this paper, we propose to address it by augmenting LLM’s fundamental
capacity of leveraging its internal memory, that is, the knowledge derived from
pre-training data. We introduce FactualBench, a comprehensive and precise fac-
tual QA dataset consisting of nearly 200k Chinese generative QA data spanning
21 domains for both evaluation and training purposes. Furthermore, we propose
self-alignment with memory, i.e., fine-tuning the model via preference learning
on self-generated pairwise data from FactualBench. Extensive experiments show
that our method significantly enhances LLM’s performance on FactualBench, with
consistent improvements across various benchmarks concerning factuality, help-
fulness and multiple skills. Additionally, different post-training techniques and
tuning data sources are discussed to further understand their effectiveness.

1 INTRODUCTION

Factual hallucination occurs when large language models (LLMs) generate inaccurate or entirely
fabricated information in response to user queries (Zhang et al., 2023b; [Huang et al.| [2023). Detect-
ing and mitigating factual hallucinations is crucial, because such errors can undermine trust in these
models and potentially cause significant harm to users, especially when they are used in high-stakes
applications (Ji et al.| 2023} Mello & Guhal 2023} Kornblith et al.,|2022). However, identifying these
hallucinations poses a unique challenge, as the fabricated content is often presented in a plausible
and convincing manner, making it difficult for users and models to recognize inaccuracies (Kaddour
et al., [2023; [Zhang et al |2023b). This complexity underscores the necessity of addressing factual
hallucination as a critical focus for enhancing the reliability of LLMs (Tian et al.,|2023).

Previous studies have explored mitigating hallucinations through post-training techniques such as
Supervised Fine-tuning (SFT) (Elaraby et al. [2023; [Moiseev et al., [2022; [Santos et al.| |2022) and
Reinforcement Learning (RL) (Tian et al., 2023; [Lin et al., |2024; [Ouyang et al., [2022). However,
the implementation of these methods can inadvertently introduce more hallucinations (Gudibande
et al., [2023; Ji et al., 2023} [Zhang et al., |2023b) if training on novel knowledge that model has not
previously encountered (Gekhman et al., |2024; Huang et al., [2023)), and create a trade-off between
generating responses that are truthful and those considered helpful (Lin et al., 2024) when training
under inappropriate signals, for example, balancing response length and factuality in long-form tasks
or implicitly favoring specific response modes (Singhal et al.,|2023;|Sharma et al.,|2024} Torabi et al.}
2018 |[Kumar et al.| [2024). These limitations restrict model’s ability to generalize effectively to new
tasks and domains (Zhang et al.| 2023b; [Huang et al., |[2023).

These challenges motivate us to enhance model factuality and facilitate generalized improvements
by more effectively leveraging existing memory (i.e. pre-trained knowledge), a fundamental capabil-
ity of LLMs (Zhao et al.,|2023)), rather than injecting new information. Specifically, we concentrate
on precise closed-book question-answering (QA) task, which serves as a metric for assessing a
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model’s ability to accurately utilize its stored knowledge (Roberts et al.,[2020) and has a golden cri-
terion: the correctness of the provided answer. However, current QA datasets are often insufficient
and inaccurate for both comprehensive evaluation and enhancement of model performance.

To address the limitation, we propose FactualBench, a large-scale, multi-domain Chinese genera-
tive QA dataset designed to evaluate and improve knowledge utilization ability of LLMs. Factual-
Bench is constructed from high-quality, publicly available encyclopedia entries that are commonly
used in pre-training corpora (Liu et al., [2024b}; [Ando et all, 2024), ensuring its alignment with
model’s existing knowledge. It comprises 181,176 benign samples across 21 domains, representing
a diverse set of important topics filtered by view counts. Preliminary evaluations with this dataset
reveal that the task is challenging for most LLMs, despite not requiring advanced skills or long-
tailed knowledge. Interestingly, we observe that models frequently generate correct answers under
high-temperature configuration (Figure [I(a)), suggesting that the knowledge is internalized but not
effectively utilized. This highlights a potential for improvement in factuality.
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Figure 1: Left: Model’s performance on FactualBench. Sampling 8 answers in high temperature
configuration, model is considered to have internalized the knowledge as long as one answer is cor-
rect. Orange bars indicate model’s potential. Right: Model’s perfomances on different benchmarks
before and after training. The top eight tasks are sub-dimensions of AlignBench. Green bars indi-
cate model’s improvement after self-alignment with memory.

The potential suggests an inappropriate utilization of memory, which could be calibrated through
alignment techniques. To unleash the potential of model for better factuality and generalized perfor-
mance, we propose self-alignment with memory. Based on the train set of FactualBench that per-
tains to memory utilization, we elicit diverse responses from the model and use these self-generated
outputs as labels rather than existing annotations to avoid training on their implicit answer modes.
Subsequently we build pairwise data and post-train the model in preference learning (e.g., Direct
Preference Optimization (Rafailov et all,[2024)) to deliver a more precise bi-directional signal.

We evaluate model using our test set and benchmarks that assess various dimensions and abilities,
including CMMLU (Li et all, 20234d) for multiple-choice, HaluEval (Li et all, 2023b) for hallu-
cination detection, Truthful QA (Lin et al.l [2022) and HalluQA (Cheng et al., 2023) for adversarial
robustness, and AlpacaEval for helpfulness, AlignBench (Liu et al. for com-
prehensive abilities. As illustrated in Figue [I(b)] our method achieves a unanimous and significant
increase in performance. We further discuss how our approach attains this effect from the relation-
ship between memory and representation. We also conduct a series of experiments to investigate
how different post-training algorithms and sources of tuning data influence the training outcomes.

2 RELATED WORKS

Hallucination is defined as generated content that is nonsensical or unfaithful to the provided source

content (Ji et all 2023} [Huang et al 2023). It presents a mutifaceted challenge (2024D)
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across a wide range of tasks (Ji et al., [2023). Hallucination can be categorized into intrinsic and
extrinsic parts, depending on whether the response conflicts with context itself or with the fact
beyond the context (Ji et al., 2023} |[Huang et al., 2023)), where the latter type tends to have more side
effects (Zhang et al2023b) and is mainly focused in our work.

To mitigate hallucinations, several studies (Gardent et al., 2017; |Wang} [2019) find that enhancing
the quality of pre-training data can be effective. But processing vast scale training data could be
time-consuming and is not be applicable to models that complete pre-training. Other approaches
focus on improving model’s factuality through decoding strategies (Zhang et al., 2023a; |Li et al.
2024b; Lee et al.| [2022; |Chuang et al.|[2023), yet these strategies often increase inference complex-
ity and have more difficulty generating fluent or diverse text (Ji et al.| [2023). Additionally, some
methods utilize retrieval-augmented generation techniques (Nakano et al.} 20215 |Gou et al., [2023)),
but introduce significant system complexity (Tian et al.,[2023)) and rely on external resources. Con-
sequently, we emphasize enhancing model factuality through post-training by directly optimizing
model’s inherent parameters. Post-training algorithms, such as SFT and RL are frequently used to
improve model’s instruct following ability and align model with human preferences (Xu et al.,2024;
Lin et al.| |2024). However, SFT is considered to be sub-optimal for mitigating hallucinations due
to its limited generalization capabilities in out-of-distribution cases (Zhang et al., 2023b). Recent
RL studies improve factuality within a single task (Kang et al. 2024; |Tian et al.| [2023)), or face
a trade-off between factulity and helpfulness (Lin et al., [2024). In contrast, our method achieves
generalized improvements across factuality, helpfulness, and comprehensive abilities.

The principle underlying our method is to enhance model factuality by better utilizing existing mem-
ory. However, current datasets are often insufficient and inaccurate for evaluating and improving this
capability. Tasks that require long-form answers and multi-sentence reasoning (Wei et al.,|2024;|Min
et al.| 2023} Joshi et al.l 2017} |Yang et al.| 2018]) are often imprecise in measuring a model’s funda-
mental knowledge utilization, as their performance is heavily influenced by instruct following and
complex reasoning abilities. Similarly, multiple-choice and detection tasks that rely on rule-based
automatic metrics (Li et al.| 2023a3b; Liu et al.| [2022; [Mishra et al., [2024; Thorne et al.| 2018]) intro-
duce significant biases into model evaluations (Lou et al.,|2024). Datasets designed with adversarial
intent, such as Truthful QA (Lin et al.l [2022) and others (Cheng et al., |2023), effectively stimulate
factual hallucinations but tend to focus on specific scenarios, thereby limiting their capacity to re-
flect model accuracy on general, everyday questions. While datasets focused on precise generative
QA (Yang et al., 2015; Wang et al.l |2023a; |L1 et al., 2024a; |Yin et al., [2023; Berant et al., 2013;
Kwiatkowski et al., |2019) exist, they are generally constrained by small sample sizes or lack of
domain classification, rendering them inadequate for a comprehensive evaluation of modern LLMs.
These gaps in existing datasets motivate the need for more robust and large-scale resources like
FactualBench, which we propose to address these shortcomings.

3 METHOD

As previously discussed, we aim to mitigate model’s factual hallucination while achieving general-
ized improvements in helpfulness and comprehensive abilities. Prior research indicates that training
on existing knowledge and accurate signals is essential for optimal training outcomes. Therefore we
select precise QA task, judged solely by correctness, as training task to enhance model’s fundamen-
tal capability of leveraging existing memory from pre-trained corpus. The optimization goal can be
mathematically formalized as follows:

II}T%XEXNXFQC‘JNWQ(‘\X) [j(x7 y)}’ M

where x represents a factual question drawn from X space. This space encompasses straight-

forard questions about factual information, which can be grounded to reliable sources, including but
not limited to dictionaries, encyclopedias, textbooks from different domains (Wang et al.,|2023b). In
our study, x is selected to exclude any malicious or misleading content, and the model’s response y
is generated solely from question and model’s internal parameters without external references. We
utilize a dataset D to approximate XT°t, 7 functions as an evaluation metric that outputs either
0 or 1 based on the correctness of answer y to the question x.

To achieve our goal, two key sub-questions should be answered: 1) How to generate a sufficient large
and effective dataset to benchmark and enhance model performance on factual QA task? 2) What
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methods can be employed to train the model to minimize factual hallucination, while simultaneously
improving generalized capabilities?

3.1 FACTUALBENCH

A large-scale and comprehensive dataset containing benign and precise questions is needed for ac-
curately evaluating and enhancing the knowledge utilization ability of models. We choose publicly
available Internet encyclopedias as a reliable knowledge base as they are widely used as training
corpora for LLMs (Liu et al., 2024b; |Ando et al., 2024) and contain a wide range of topics across
various domains (Bai et al.||2024). A model-based approach is adopted to generate large amounts of
data costlessly and quickly. To avoid generating low-quality data (more details of such low quality
data can be found in Appendix [A)), we utilize few-shot prompts (Brownl 2020), chain-of-thought
(Wei et al., 2022)) technologies, and apply several filtering strategies. GPT4 (Achiam et al.|, 2023)
and Baichuan modeﬂ are adopted in construction for their strong command-following capabilities.

3.1.1 CONSTRUCTION AND COMPOSTION

The construction pipeline for FactualBench is organized into 5 steps: 1) Entry filtering. We ini-
tially sampled millions of entries from encyclopedia data, covering a broad spectrum of subjects and
domains. To avoid testing on long-tailed knowledge, we set a view-counts threshold, and 89,658
encyclopedia entries remained. 2) Description filtering. Model’s performance tends to decline as
context length increases (Liu et al., |2024a; |Sun et al.| 2023} |Li et al., 2024c). Excessively lengthy
description may lead to low quality responses. Conversely, a overly brief description lacks suffi-
cient factual information. To balence this, we filter out descriptions shorter than 100 characters and
truncated those exceeding 800 characters. 64315 entries remained after this process. 3) Question
generation. We instruct GPT4 to generate at most 3 precise questions based on each truncated de-
scription. For each question, GPT4 is also required to provide 1 standard answer and 3 misleading
incorrect answers. To ensure adherence to our instructions, we included two examples in the prompt
as few shots. Totally 192,927 QA data are generated. 4) Question classification. Following ques-
tion generation, a domain classifier, fine-tuned on Baichuan model, is employed to categorize all
questions into 20 distinct domains. Questions that don’t fit into any domain are uniformly classi-
fied as others. 5) Question filtering. We query GPT4 once more to filter out low-quality questions.
Each question is assessed without corresponding encyclopedia description and GPT4 is instructed to
judge whether question is low-quality through a step-by-step reasoning. Finally 181,176 questions
are reserved, among which high-quality data accounts for 90% under human assessment. The com-
plete prompts utilized throughout the generation pipeline can be found in Appendix Table
presents a sample from our dataset, while additional examples are provided in Appendix

Table 1: Samples distribution of Factualbench. Table 2: Models performances on Factual-
Bench rated by GPT4.
Domain % Test Training  Total
film&entertainment ARE 201 54489 54690 —_
eduaction&training HEHHR 161 3703 3864 Model Proficient lang.  Acc.
physics, chemistry, mathematics&biology HEied 201 9189 9390 -
history&traditional culture pisE% 202 18108 18310 Baichuanl CN 48.24
biography ANPIER 201 11844 12045 Baichuan2 CN 55.37
politics&law BURERE 175 6368 6453 _
economics&management LZUTETL 160 4543 4703 Qwenl.5-78 CN 48.87
computer science WHEHLRE 201 6253 6454 Qwen2-7B CN 56.27
medical Be2 167 7073 7240 Llama-3-8B EN 39.11
sociology&humanity e AL 199 8503 8702 -
agriculture, forestry, fisheries&allied industries Ak 153 3728 3881 Baichuan3 CN 67.50
astronomy&geography RICGHF 160 3896 4056 Yi-34B CN 67.30
sports&tourism BEREE 157 4869 5026 ~
digital&automotive HAGIEE 176 3887 4063 Command-R EN 54.30
industrial engineering Tk T 172 3283 3455 Llama-3-70B EN 49.65
military&war FEREF 151 2569 2720 Qwen2-72B CN 73.71
slang&memes MARAE 151 529 680 -
work&life TR 174 5853 6027 Baichuan4 CN 75.07
high technology ﬁﬁ*ﬁ 150 310 460 Command-R+ 104B EN 60.17
religion&culture Slibe 150 510 660
others i 7 18207 18207 DeepSeek-v2-0627 MgE-236B CN 75.62
total / 3462 177714 181176 GPT4-0125-preview EN 65.71

To establish an efficient benchmark, we randomly select 3,462 samples as the test set, while the
remaining 177,714 samples comprised the training set. This selection is based on encyclopedia

'"https://www.baichuan-ai.com/
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entries instead of questions, ensuring all data in test set seperate from training set. Each domain
has a similar number of questions in test set and entries containing others domain questions are
excluded from selection. We manually rephrase unclear questions to maintain the quality of test set.
The distribution of FactualBench is presented in Table [I]

Table 3: Each sample of FactualBench contains a question, a corresponding standard answer, three
misleading incorrect answers and domain it belongs to. English translation is for reference only.

Question F— G E TSR EM—FEHIAAT?  In which year was the first microwave quantum amplifier made?
Standard Answer 55— G HIKE & F UK TE 1954 Hl Y - The first microwave quantum amplifier was made in 1954.
Wrong Answerl 55— & K& T HRUKASZTE 1958l i - The first microwave quantum amplifier was made in 1958.
Wrong Answer2 25— &I & TS R T7E 19605 HI ALY - The first microwave quantum amplifier was made in 1960.
Wrong Answer3 55— & ik & T AR TE 196288 il 5L - The first microwave quantum amplifier was made in 1962.

Domain TR high technology

3.1.2 EVALUATION

Similar to previous works (Liu et al., 2023 Zheng et al., [2024), a robust model-based approach
is employed to expedite the assessment process. Given that rule-based automatic metrics such as
ROUGE (Lin} |2004) and BLEU (Papineni et al., 2002)) exhibit significant biases in evaluation (Lou
et al.} 2024), we assess the correctness of answer at semantic-level. The question, model answer,
and standard answer are provided for judgement and evaluator is supposed to focus solely on the
content that directly addressed the question and determine whether the model’s answer aligns with
the standard answer.

In our present work, the evaluator judges an answer as correct (i.e. J(x,y) = 1in equation only
when model answers the question and the answer matches the standard answer. It is reasonable since
model is expected to have been trained on relevant data and therefore should possess the knowledge.
Moreover, this knowledge is not long-tailed, but rather high frequency viewed. Additionally, we an-
alyze the responses from different tested models and find that the proportion of evasive answers (e.g.
”I don’t know”) is only approximately 1%. To enhance judgment accuracy, we instruct the evaluator
to provide analysis and include several examples in the prompt. GPT4-0125-preview is chosen as
the evaluator, achieving a 96% consistency rate with human, thus validating the effectiveness and
accuracy of our evaluation process. The prompt used for evaluation is detailed in Appendix

We evaluate 14 popular open and closed source LLMs on FactualBench, including Baichuan series
(Yang et al., 2023), Qwen series (Yang et al., [2024; [Bai et al., [2023)), Llama-3 series (Al@Meta,
2024)), Yi (Al et al., [2024), Command-R series (Gomez, 2024a3b)), DeepSeek (DeepSeek-AlL|2024),
and GPT4 (Achiam et al} 2023)). We prioritize the chat/instruct versions of these models. Detailed
settings are shown in Appendix and the results are listed in Table[2] The accuracy of LLMs on
our benchmark ranges from 39.11% to 75.62%, indicating that most models still have lacks even in
basic factual QA task. Detailed results for each domain and analysis are shown in Appendix [D}]

3.1.3 POTENTIAL IN MODEL

For questions where model response incorrectly, we observe that it can still generate correct answers
when allowed greater diversity in its outputs. Taking Baichuanl as an example, we encourage the
model to generate varied answers by increasing the generation temperature. By sampling model’s
responses 8 times under this condition (which we refer as high temperature BOS), as opposed to
the standard inference condition (termed low temperature BO1). We consider the model to possess
relevant information and the ability to utilize it if at least one of the generated answers is correct. As
illustrated in Figure[l(a), comparing the accuracy of BO8 and BO1, we find a significant portion of
the model’s capability have not been fully stimulated, i.e., potential.

3.2 SELF-ALIGNMENT WITH MEMORY

Transformer (Vaswani et al.,|2017) achitecture LLMs are trained to solve next-word-prediction tasks
follows a statistical paradigm (Arora & Goyall, 2023). As probabilistic models, LLMs can generate
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(pmmpt:@ Chosen:@ rejected:&) Table 4: The construction of tuning set.

T s

-

.; X 8 high temperature BOB lél/evaluator Questions  Correctly answered questions ~ Correct answers
7 Taskon 24,000 15,489 /
memory utilization 177,714 115,798 (SFT1) 489,357 (SFT2)
Questions Valid questions DPO pairs
Figure 2: We align model with self-generated dataon ™ 54009 12.950 96,737 (DPO1)
task related to memory utilization. 177,714 98,805 743,333 (DPO2)

diverse answers to the same question based on sampling from a distribution, derived from extensive
training data. The model’s ability to provide correct answer at high temperature indicates a extent
of internalization of relevant knowledge. However, an incorrect distribution will result in a high
probability of sampling incorrect answers, which can be caused by insufficient or wrong alignment.
Since knowledge utilization is a fundamental ability of LLMs (Zhao et al.,|[2023)), LLMs could have
a generalized improvement if better alignment is achieved.

To stimulate potential and enhance knowledge utilization ability, we introduce self-alignment with
memory. According to Figure [2] we first collect model’s high temperature BO8 answers on the
training set of FactualBench, a task exclusively evaluate LLM’s memory on pre-training knowledge.
Then we evaluate answers’ correctness, but only a weaker evaluator is needed instead of GPT4.
We choose model’s self-generated data as tuning labels to prevent the risk of model hallucination
exacerbated by fine-tuning on new knowledge (Gekhman et al.,|2024) or learning implicit response
patterns from external annotations (Kumar et al., 2024). Among BOS8 answers, we construct a
maximum of 8 pairwise data (x,y,,,y;) per question, using correct answers as chosen labels and
the wrong ones as rejected labels, which can be formulated by the following constraint conditions:

X ~ Dlrain; y ~ 7Tref('|x)§ j(x7 yw) =1; J(x, yl) =0. 2)

In this way, we can quickly generate tuning set D"“""¢ containing massive data without human
involvement. Then fine-tune the model on this tuning data in preference way, e.g. Direct Preference
Optimization (DPO) (Rafailov et al.| 2024)) for a precise control through bi-directional signals. The
DPO loss is defined as follows:

o (Yw %) 7o (yi]x)

— = — Blog ———=)], 3)
Wrcf(Yw |X) 5 Wfo(yl |X) )

where 7y is the optimal policy, 7 is the policy before optimization. o denotes for sigmoid function,

and [ is a hyperparameter.

Loro (70; Trer) = —E(x v o, )~puine |log o (B log

The construction of the tuning data is illustrated in Table [d] We randomly select a subset of 24k
questions for an early checkpoint and a question is considered to be valid only if it receives both
correct and incorrect answers.

4 EXPERIMENTS AND ANALYSIS

In this section, we present the training result obtained using our method. Comparing the effec-
tiveness of SFT and DPO, and tuning data from different sources, we observe that: 1) Training on
precise factual QA task that related to pre-training knowledge can lead to generalized improvements
on other tasks; 2) Training on pairwise data has an advantage over pointwise data in the task; 3)
Training effect is enhanced when tuning on self-generated data. For pairwise data, it is crucial that
labels from both directions adhere to the same distribution to avoid being hacked easily.

4.1 SETUP

We use Baichuanl1 as the experimental model. Beside FactualBench, we also choose 6 other bench-
marks to evaluate generalized improvements on other factual tasks, helpfulness and general capabil-
ities: TruthfulQA (Lin et al.; 2022)) for English, HalluQA (Cheng et al., | 2023)) for Chinese, CMMLU
(L1 et al.L|2023a) for multiple-choice task, HaluEval (Li et al.,2023b) for detection task, AlpacaEval
(L1 et al.} 2023c) for helpfulness, and AlignBench (Liu et al.,2023) for comprehensive abilities. We
introduce the details of benchmarking in Appendix|C.2]

Traditional SFT (SFT0) and DPO (DPOO0) are conducted as baselines, whose labels are directly
provided by GPT4 annotations in FactualBench dataset. Besides, we use self-generated data to train
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Table 5: Training results after SFT and DPO tuning on Baichuanl. !AlpacaEval is calculated on
model answers’ win rate against the model before training. *When calculating Avg A, we multi-
ply the score of AlignBench by 10 to align the accuracy of other benchmarks. AlpacaEval shows
a relative win rate hence is not concluded in Avg A. Red underline indicates an improvement af-
ter training; Bold font indicates the best performance on the metric; Red font indicates an overall
improvement.

Baichuanl chosen/sft label  rejected label ~ FactualBench(3642)/acc.  TruthfulQA/ace. HalluQA/ace. CMMLU/ace.  HaluBEval/ace.  AlignBench/score  AlpacaEval/winrate ! Avg A2

Chat / / 48.24 30.23 32.00 48.85 50.35 5.03 50.00 /
SFTO dataset / 55.86(+7.62) 21.30(-893)  22.44(-9.56)  49.58(+0.73)  12.40(-37.95) 3.73(-1.30) 26.65 -10.18
SFT1 BO8 / 51.33(+3.09) 3146(+1.23)  30.00(-2.00)  48.78(-0.07)  55.73(+5.38) 5.04(+0.01) 37.58 +1.29
SFT2 BOS / 52.37(+4.13) 2876(-147)  26.44(-5.56)  50.15(+1.30)  53.90(+3.55) 5.03(-0.00) 31.06 +0.32
DPOO dataset dataset 49.08(+0.84) 28.89(-134)  19.78(-1222) 50.70(+1.85)  54.89(+4.54) 4.82(-021) 39.07 -1.40
DPOI (ours) BO8 BOS 57.37(+9.13) 33.78(+3.55)  3844(+6.44)  50.13(+128)  50.63(+0.28) 530(+0.27) 54.84 +3.90
DPO2 (ours) BO8 BOS 58.29(+10.05) 35.86(+5.63)  38.89(+6.89) 50.92(+2.07)  52.05(+1.70) 5.38(+0.35) 6399 +4.97
SFT then DPO BO8 BO8 54.74(+6.50) 37.33(47.10)  36.67(+4.67)  S50.72(+1.87)  54.02(+3.67) 5.07(+0.04) 54.53 +4.03
SFT and DPO BO8 BO8 37.16(+8.92) 3476(+4.53)  3822(+622) 50.78(+1.93) 52.31(+196) 3.13¢0.10) 8391 +4.09
Baichuanl ~ Avg. fessional Knowled Language Ability Logical Reasoning ~ Advanced Chinese Understanding  Writing Ability  Task-oriented Role Play ~ Open-ended Questions
Chat 5.03 534 271 557 320 586 6.32 633 6.63
SFTO 373 4.48(:0.86) 2.62(:0.09) 479(-0.78) 2.75(-0.45) 5.08(-:0.78) 324(:3.08) 3.77(:2.56) 3.76(-2.87)
SFT1 5.04 5.78(+0.44) 2.59(0.12) 547(-0.10) 3.30(+0.10) 5.66(-0.20) 6.11(-021) 6.25(-0.08) 6.58(-0.05)
SFT2 5.03 546(0.12) 2.88(+0.17) 5.60(+0.03) 325(+0.05) 5.57(:0.29) 6.19(-0.13) 6.17(:0.16) 6.63(0.00)
DPOO 482 4.67(-0.67) 2.60(-0.11) 5.53(-:0.04) 3.30(+0.10) 5.50(-0.36) 6.40(+0.08) 6.17(-0.16) 6.00(-0.63)
DPOI (ours)  5.30 5.92(+0.58) 3.02(+0.31) 5.66(+0.09) 3.37(+0.17) 5.97(+0.11) 6.53(+0.21) 6.55(+0.22) 6.79(+0.16)
DPO2 (ours)  5.38 6.25(+0.91) 3.03(+0.32) 5.76(+0.19) 3.55(+0.35) 6.12(+0.26) 6.52(0.20) 6.36(+0.03) 6.79(+0.16)
SFT then DPO 5.7 5.57(+0.23) 2.66(-0.05) 5.53(-:0.04) 3.01(:0.19) 6.00(+0.14) 633(+0.01) 6.32(-0.01) 6.92(+0.29)
SFTand DPO  5.13 5.60(+0.26) 2.79(+0.08) 5.57(+0.00) 3.16(-0.04) 6.05(+0.19) 6.17(-0.15) 6.41(+0.08) 7.16(+0.53)

SFT in two settings: one label for each question (SFT1) and all correct answers as labels for each
question (SFT2); And we train DPO using our self-alignment with memory in different data sizes
(DPO1 and DPO2). Some works claim that fusing DPO loss with SFT loss can help mitigate the
overoptimization on rejected labels (He et al.| [2024; |Liu et al., [2024c)), we donate this process as
SFT and DPO; And additional SFT training before DPO on the preference tuning set can reduce
distribution shift issue therefore help training (Xu et al.,|2024)), which we donate as SFT then DPO.
More training details are shown in Appendix [C.3]

4.2 RESULTS

We show the results in Table[5] Our method (DPO2) achieves unanimous improvement on all bench-
marks and sub-dimensions of AlignBench, with an average improvement of 4.97% on 6 benchmarks,
and a helpful win rate of 63% against Chat model, demonstrating the effectiveness of our method.
According to Figure[3] our method stimulates the potential of model, and the improvement is mainly
sourced from existing memory rather than new knowledge.
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Figure 3: Performance on FactualBench after self-alignment with memory. Left: The accuracy of
low temperature BO1, SFT, DPO (ours), and high temperature BO8 on different domains (each do-
main is represented by its first 5 letters). Right: Venn graph showing the correct answer distribution
between low temperature BO1, DPO (ours), and high temperature BOS.

In contrast, traditional training methods that directly use the ground truth annotations exhibit fluc-
tuations in performance on new tasks: hallucinate more on TruthfulQA and HalluQA, and have
decline in fundamental abilities and helpfulness. SFTO even shows a serious decline in instruction
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following on HaluEval. Since annotations in dataset are relatively short and concise, they could
work as biased signals, which emphasizing the advantage of self-generated data. Comparing SFT
and DPO, we find that pairwise data will lead to a greater improvement on training performance
(although DPO1 has less tuning data than SFT1), indicating that using unidirectional signal brought
by SFT is still insufficient for our task.

We use different sizes of data for DPO training and present the training results in Figure ] As the
size of trainig data increases, the overall improvement, measured by Avg A, of the model shows an
approximate logarithmic curve, indicating early training on our training set can already effectively
improve the model’s ability.

In addition, comparing SFT1 and SFT2, we observe that using more correct labels on the same
question in SFT doesn’t improve the training effect, which limits the effective tuning data size of
SFT when the number of training questions is fixed. We also notice that neither fusing SFT loss
in DPO loss nor conduct a SFT training before DPO training improves the training results. Since
the pairwise data are all sampled from the model itself, there will be little distribution shift and is
difficult to overoptimize solely on rejected lables, which also indicates the training robustness of the
data constructed by our method.

So far, it still need to be answered why self-alignment with memory effective for mitigating factual
hallucination and could lead to generalized improvement.
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size. sources of tuning data.
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4.3  ANALYSIS

In transformer architecture LLMs, Attention layers and Multilayer Perceptron (MLP) layers extract
useful features from input (Jiang et al., 2024), in which MLP layers are regarded to implement a
lookup table for factual recall to output multi-token embedding with related information (Nanda
et al.l 2023) and provide factual knowledge (Dai et al., 2022). Inspired by the skill graph (Arora &
Goyall 2023), we summarize the role of MLP as a memory graph, with edge connecting different
input contexts and internalized knowledge. A more precise memory graph leads to better knowledge
utilization, and therefore results in accurate answer distribution. The task we choose is highly related
to knowledge utilization, providing a direct optimization signal for the ability, a fundamental ability
that could affect diverse tasks.

In contrast to the single signal provided in SFT, preference learning like DPO provides a bi-
directional signal, which can weaken useless or wrong edge as well as connect or strengthen an
needed edge, a more precise control than SFT. Besides, there could be diverse data samples on the
same input, making training process more robust. Compared to external label, a self-generate label
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has the same answer mode as model itself, avoiding overoptimizing on new answer pattern. And we
could also explain why a model fine-tuned on new knowledge it doesn’t possess will cause more hal-
lucinations: Since there is no corresponding knowledge in memory graph, model cannot learn how
to obtain the correct distribution but an overfitting on the label through building incorrect edges.

A better knowledge utilization leads to better representation. Recent work (Huh et al.| 2024)) shows
that representation alignment increases with LLM’s scale and performance. We choose Qwen2-
72B-Instruct (Bai et al.| 2023)) as a good representation function, and the last hidden state value as
representation. Our experiments prove that after DPO training, Baichuanl has further aligned with
Qwen2-72B, indicating a better representation ability is achieved. We use mutual nearest-neighbor
metrics (Huh et al., 2024) (we explain the calculation process of the metric in the Appendix [E)
to evaluate alignment between two models, set £ = 10, and randomly select 200 data points to
calculate.

We show the alignment change before and after training based on FactualBench in Figure [6] and
alignment changes based on another four benchmarks in Figure[7} Our method achieves higher align-
ment with Qwen2-72B on four benchmarks and most domains in FactualBench, indicates model has
gained stronger representation ability, and result in a better response accuracy. Since different tasks
have different difficulties and features, the alignment cannot accurately predict the performance of
the model. However, it still works as a signal, reflecting the trend of the model performance chang-
ing. Comparing with SFT, DPO has higher alignment degree on average, proving that bi-directional
signal of DPO is better for model to achieve generalized improvements.
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Figure 6: The change of Baichuanl’s alignment with Qwen2-72B-Instruct on FactualBench after
training. Each point represents a domain. Left: DPO (ours); Right: SFT.
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Figure 7: The changes of Baichuanl’s alignment with Qwen2-72B-Instruct on four benchmarks
after training. From left to right: TruthfulQA, HalluQA, HaluEval, AlignBench. Acc. and score are
calculated on selected samples.

4.4  ABLATION STUDIES

We conduct several ablation experiments to investigate the impact of different sources of tuning data.
Additionally, we experiment with Qwen2-7B-Instruct to validate the effectiveness of our method,
but only use the subset of 24,000 questions as early training can already effectively improve model’s
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Table 6: Training results of ablation studies on Baichuanl and Qwen2-7B. The default BO8 data
are sampling from the model to be trained. BC.BOS denotes for BO8 sampling from Baichuanl. w/
desc denotes for BO1 with description.

Baichuanl chosen/sft label ~ rejected  FactualBench/acc.  TruthfulQA/acc. HalluQA/acc. CMMLU/acc. HaluEval/acc.  AlignBench/score  AlpacaEval/winrate  Avg A

Chat / / 48.24 30.23 32.00 48.85 50.35 5.03 50.00 /
SFT1 BO8 / 51.33(+3.09) 31.46(+1.23) 30.00(-2.00)  48.78(-0.07)  55.73(+5.38) 5.04(+0.01) 37.58 +1.29
SFT3 w/ desc / 55.63(+7.39) 36.60(+6.37) 27.11(-4.89)  51.39(+2.54)  10.40(-39.95) 4.47(-0.56) 36.96 -5.69
SFTO dataset / 55.86(+7.62) 21.30(-8.93) 22.44(-9.56)  49.58(+0.73)  12.40(-37.95) 3.73(-1.30) 26.65 -10.18
DPO2 (ours) BO8 BO8 58.29(+10.05) 35.86(+5.63) 38.89(+6.89)  50.92(+2.07)  52.05(+1.70) 5.38(+0.35) 63.99 +4.97
DPO3 w/ desc BO8 18.17(-30.07) 13.10(-17.13) 9.33(-22.67)  48.05(-0.80) 48.57(-1.78) 4.07(-0.96) 32.80 -13.67
DPO4 dataset BO8 5.40(-42.84) 3.92(-26.31) 1.56(-30.44)  46.85(-2.00)  40.10(-10.25) 3.28(-1.75) 19.07 -21.56
DPOO dataset dataset 49.08(+0.84) 28.89(-1.34) 19.78(-12.22)  50.70(+1.85)  54.89(+4.54) 4.82(-0.21) 39.07 -1.40

Qwen2-7B chosen/sft label ~ rejected  FactualBench/acc.  TruthfulQA/acc.  HalluQA/acc. CMMLU/acc. HaluEval/acc.  AlignBench/score  AlpacaEval/winrate  Avg A

Instruct / / 56.27 5275 46.44 80.85 52.30 6.69 50.00 /
SFT4 BO8 / 55.43(-0.84) 50.31(-2.44) 45.56(-0.88) 80.22(-0.63)  53.70(+1.40) 6.63(-0.06) 4422 -0.66
SFT5 BC.BO8 / 49.97(-6.30) 29.87(-22.88)  24.67(-21.77)  77.49(-3.36)  42.05(-10.25) 4.97(-1.72) 15.03 -13.63
SFT6 dataset / 50.38(-5.89) 19.58(-33.17)  21.11(-25.33)  79.85(-1.00) 9.69(-42.61) 3.56(-3.13) 7.20 -23.22
DPOS (ours) BO8 BO8 58.81(+2.54) 54.47(+1.72) 49.78(+3.34)  82.15(+1.30)  54.00(+1.70) 6.96(+0.27) 58.26 +2.22
DPO6 BC.BO8 BC.BO8 58.17(+1.90) 53.86(+1.11) 46.67(+0.23)  80.14(-0.71) 52.26(-0.04) 6.71(+0.02) 39.19 +0.45
DPO7 dataset dataset 55.75(-0.52) 52.14(-0.61) 46.22(-0.22) 80.77(-0.08) 51.70(-0.60) 6.50(-0.19) 36.06 -0.65

abilities. In this section, we introduce another data source: BOI with description, which provides
reference description to assist in questioning the model under a low temperature configuration. Since
the standard answer is contained in description, BO1 with description answers are basically correct,
and we use them as chosen/sft label for DPO and SFT training. Despite being generated by the same
model, the distribution of BO1 with description answer still differs significantly from the model’s
own distribution due to the varying input contexts. The settings and the training results are shown
in Table

For both SFT and DPO, self-generated data yield relative better results. Comparing SFT1,
SFT3, and SFTO, although SFT3 and SFTO exhibit greater improvements on FactualBench, they
have significant declines in instruct following (HaluEval) and comprehensive ability (Alignbench).
Comparing SFT4, SFTS5, and SFT6, the Avg A of SFTs all decrease, suggesting that achieving
generalized improvements and stimulating a model’s potential via SFT is challenging. As for DPO,
DPO2 and DPOS5 utilizing self-generated data both achieve the best performances and consistent
improvements across all benchmarks, underscoring the effectiveness of bi-directional signals.

For DPO, training data from alternative sources could still yield positive effects. But chosen
and rejected labels should be sampled from the same distribution. Comparing DPOS5 and DPOG6,
which are trained on Qwen2 with data generated by Qwen2 and Baichuanl both achieve improve-
ments on FactualBench and Avg A. However, when chosen and rejected labels are sourced from
different distributions (DPO3, DPO4), the training process is quickly hacked, resulting in undesir-
able parameter changes. According to Figure[5] the loss curve shows a straightly downward trend at
the begining, leading to a deterioration of basic conversational abilities, characterized by repetitive
and incoherent responses. In cases where chosen and rejected labels are all from dataset, although
they are not strictly from the same distribution, it still difficult to be hacked, and therefore there are
no significant performance degradation after training.

Detailed training results on FactualBench and AlignBench can be found in Appendix [F}

5 CONCLUSION

In this article, we aim to mitigate factual hallucination and achieve generalized improvement in
model performance. We select factual QA as our training task to enhance model’s ability to utilize
its memory, i.e. existing knowledge derived from pre-training data. We first extract knowledge from
encyclopedia to construct a large-scale, multi-domain Chinese factual QA dataset FactualBench.
Based on FactualBench, we observe that model still possesses significant potential for knowledge
utilization. Consequently we propose self-alignment with memory: construct self-generated tuning
data on FactualBench and train the model using DPO loss. Our method significantly improves
model’s performance on our benchmark as well as multiple other open-source benchmarks that
evaluate factuality, helpfulness, and comprehensive skills. We attribute the effectiveness of our
method is originated from better representation ability. Finally, we establish the necessity of bi-
directional signals and self-generated data through a series of ablation experiments.
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APPENDIX

A  LOW-QUALITY DATA IN PRE-GENERATION

In pre-generation experiment, we randomly sampled 3,000 encyclopedia entries and directly used
simple prompts to generate approximately 9,000 questions. After manually evaluating the questions
and answers, we found four types of low-quality data: 1) The related knowledge is too long-tailed;
2) The answer to the question is not unique; 3) The answer generated by GPT4 is incorrect; 4) The
question is not self-contained.

In this section, we will provide a detailed introduction to these typical low-quality data. In the
subsequent generation process, we focused on how to avoid the generation of such low-quality data
and formulated a better pipeline. The basic introductions and solutions of four typical types of
low-quality data are shown in table

Table 7: Types of low-quality data found in pre-generation and solutions.

Types of low-quality data

Causes or features

Solutions

The related knowledge is too long-tailed

The encyclopedia entry is relatively unknown and useless

Filter long-tailed entries based on encyclopedia view
counts

The correct answer to the question is not unique

The knowledge in encyclopedia entry’s description can-
not cover all the facts in the world

Use carefully designed prompts for assistance when gen-
erating questions, and further filter after generating ques-
tions

The answer generated by GPT4 is incorrect

The encyclopedia entry’s description is too long, which
leads to a difficulty in the understanding and instruct fol-
lowing

Filter based on the length of the encyclopedia entry’s de-
scription

The answer to the question depends on the time limitation
(a time-sensitive question)

Use carefully designed prompts for assistance when gen-
erating questions, and further filter after generating ques-
tions

The encyclopedia entry’s description is difficult for
model to understand

Low frequency, no additional processing at present

The question is not accurate and specific enough

Use carefully designed prompts for assistance when gen-

Th stion is not self-contain . f .
e question is not self-contained erating questions, and further filter after generating ques-

tions

The encyclopedia entry’s description itself is not self-
contained

Low frequency in entries with high view counts. Filter
based on encyclopedia views counts

The related knowledge is too long-tailed Some entries’ subjects are relatively unknown, and the
related knowledge appears less on the internet since it is not important for most of people. Questions
on those subjects have little value, and are too hard to be answered correctly.

The correct answer to the question is not unique The answers to some questions are not unique
and may extend beyond the knowledge provided in encyclopedia entries’ descriptions. Additionally,
some terms in questions involve subjective judgments hence questions will have more possible and
reasonable answers.

The answer generated by GPT4 is incorrect GPT4 is applied to output both question and stan-
dard answer based on the description of encyclopedia entry. As the description’s length increases, it
will challenge model’s ability to follow instruction and catch the precise knowledge of the descrip-
tion. Sometimes the description itself is difficult to understand, such as poetry and classical Chinese
article, and GPT4 could provide incorrect answers or even semantically incoherent questions facing
them. Another situation is that some encyclopedia entries do not emphasize the time limitation of
information, and for some rapidly changing data, the knowledge could be outdated.

The question is not self-contained During benchmarking, only the question is provided for the
model without encyclopedia content. Therefore, the question should be understandable, complete,
and cannot contain vague pronouns or nouns with multiple interpretations such as abbreviations
and names without clear context, unless in the vast majority of cases, the word has the same ref-
erence or meaning. Sometimes low-quality encyclopedia entries’ descriptions themselves are not
self-contained.
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B MORE DETAILS ABOUT FACTUALBENCH

B.1 PROMPTS

In this section, we will provide all prompts related to FactualBench, including generation part and
evaluation part.

B.1.1 GENERATION

Question generation (English translation is for reference only):

R AR — NI R RIS O, FE A R & Z JR ML 3p B H
Al . FOREANFIRE R A M — IR E R, B RS R, BR L EN
SHA T B[] RS AP (R, B SR R AT LAFES: % SO R 51 - BRI R ) (R R R A
W, I A AR AR, AR BRSSO BN R EAR R A 2 o WA R, 4
PIMEE RS D BA FHEMEIRESR -

T HEZEH AT

(SR] - REI SR}

(%] - {RTREFT R ERINZAR )

(RIRHL]) - {BEXF7REI S35 H B fl a) @}

(FREZER] . ORBIREIREE )

BRRERL] - RO IERE R}

(BERER2) - REIFIEERE SR}

(BERER3) - REIFIERER3}

(W5] - ORI 52}

(% 30k)  RTRBIN G20 ERINA T /)

(A1) - {BTX R BIXT G28% AR i [A] 2

(FMEEZR] - REIREEE R}

(FEREZRL] . RFIREERE R}

(FiREZR2] . RHIRE2EERE 22}

(BEREZR3) - (RFlRE2EEIRE 23}

ST LN BN RS EZ I, H FEREARS A AR - B -

(5] - (W5 BRHAZFN S}

(S%0ky] - o0k ERMEA)

I will provide you with an object and related reference description. Please generate up to {Question
number: 3} factual questions about the object. Each question should have a unique and accurate an-
swer, avoiding vague or contentious answers, subjective judgments, and time-sensitive. The answers
should be directly found in the reference description. The questions should be clearly expressed,
with unambiguous noun references, and should not rely on the reference description for understand-
ing. For each question, provide one correct answer and three misleading incorrect answers.

Here are two examples:
[Object]: {Example Object 1}

[Reference Description]: {Brief introduction to Example Object 1}
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[Question 1]: {Example question 1 related to Example Object 1}
[Correct Answer]: {Standard answer to Example question 1}
[Incorrect Answer 1]: {Incorrect answer 1 to Example question 1}
[Incorrect Answer 2]: {Incorrect answer 2 to Example question 1}
[Incorrect Answer 3]: {Incorrect answer 3 to Example question 1}
[Object]: {Example Object 2}

[Reference Document]: {Brief introduction to Example Object 2}
[Question 1]: {Example question 2 related to Example Object 2}
[Correct Answer]: {Standard answer to Example question 2}
[Incorrect Answer 1]: {Incorrect answer 1 to Example question 2}
[Incorrect Answer 2]: {Incorrect answer 2 to Example question 2}
[Incorrect Answer 3]: {Incorrect answer 3 to Example question 2}

For the following object and reference description, generate questions and answers in the same
format.

[Object]: {Object: Encyclopedia Entry Object}

[Reference Description]: {Description: Encyclopedia Description }

Question filtering (English translation is for reference only):

User: {7t — MR R, T T ZARN — A BT 2T HW

R IR — D BEEVERR A E R, RFEN LR ILA T XA R, B[R] ]
(fere] 2 (AEfhT] -

ARG RRTE NS, BT RS 3, EEE (] -
IR PR ERAE—, EEE (R -

RN, BiA A R AT REES, EEE ([FER] -
WRFEAE L EEA, EEE (] -

WP %, HEREAERIAN. (k] 8 (3R] - EERRNELHEE
FEFES (] #!

Assistant: FHE T, SRR IRAELRATHFEFT A8
User: [7] -0 -

{FF VR TR}

THZA AR HIWT -

0

User: You are an evaluation expert, and you need to assess the quality of a question.

I will provide you with a factual knowledge question, and you need to analyze the question from the
following aspects to determine whether the question is of [High Quality] or [Low Quality].

If the question contains unclear pronoun references or cannot be clearly understood, please respond
with [Low Quality].

If the answer to the question is not unique, please respond with [Low Quality].
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If the question is time-sensitive and does not provide a specific time limitation, please respond with
[Low Quality].

If none of the above situations apply, please respond with [High Quality].

Please think through the question step by step and give your final judgment as [High Quality] or
[Low Quality]. Be sure to put your final judgment in square brackets []!

Assistant: Understood. I will follow your requirements and rules for evaluation.
User: The question is:
{Question to be evaluated}

Please provide your judgment:

B.1.2 EVALUATION

Answer evaluation (English translation is for reference only):

B/ DL I NS ER, RIESHEZMIRERBAIN, SHREERE R EE
EFAEAT RO . EER, FIEAREANEEHE-ER, WA RS EEE RS 2 W . 40
RIBEERTESHEERNF 2N, BHE (Ef]  WREEERSSHEERTEL
EEEERG, FEE (#R] | FAERA ISR NEELET

(af] - @I EEOIE AT/ NINEMF AR 5205 wBA OIS TIZAF?
(2H#ER]) . HIEGEUB AT/ NIT2023FE4F 108 547 B A QI Ti%AF -
(EiEEZR) . F/IS5H 5 T2023%4 A R0 T H)IHEEATF -

(E) - MBS ZERE, H)IEEET2023FE4A 10H 0], BFEEERINHNZ20235FE4 A )
3, FESEER. [IEW)

(FA] . CREFHEHE=ZHIE) BWAFAQER?
(Z2HBER] . RETBEHRE=AE) BFALMEER.
(BERER] . RETEWEZAME) RHEAAEEROEN—EI.

GF] - MIESEER, (RETEHRE=ZAF) 2HFALREAE, BEERIAN
EHERCE, SZBERTE. [HiR]

() - ZFEAREIEERL?

(ZBER] . ZANRRMEE (EFUgf) (T (EiEx) s (B
Ha)  (EERARIERZTR) & -

(ikER] . ZAEMARREES Bl @R (Flg) (RLamws) (EE
&) (EFgfm) (T (RadEing) (EeRRRG) GERN) %-.

éﬁ@£ﬁfﬁﬁﬁ§ﬁ%¢,%%Kﬁﬁ,@ﬁ§%$%ﬁ%%ﬂﬁ$5%§,%Z&

(RIRR] . i TR 3= 2R R WL
(ZZER] . WH-RFTREEELE (RBYPRE—F) -

(B ZR] . BRI (Hedy Lamarr) BIEZ(EMHE (Bestasy) (19334F)
(Algiers) (19384E) , (Samson and Delilah) (1949%F) % .

GFT) - MFRTITEF SRR, ERAM—, EEREERPRERAZ SR
TEdh . [HHR)

() - R BRI AR A2
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SEER] . RZEFAEBIG /A T8 HEEC Y, XEFRE =B

(B R] . WA, BRAFRTRZEFMHERMEER XA R B A AR At
S B RICE NI

(FEM) - MIESHER, RZBENMEG —E/)\H 175 B0 FRafid: kg R%s
E& A [H5R)

THRARFETFNRINE, F6EH R BTN -
()] . {fm)R}

(ZHER] - {(ZHER}

(BEER] - {BHRER}

Given a question and its corresponding standard answer, evaluate whether the candidate answer
correctly addresses the question based on the standard answer and your knowledge. Please note
that the question may not have only one unique answer; in such cases, as long as the candidat
answer is reasonable, it is acceptable. If the candidate answer aligns with the reference answer or is
reasonable, please respond with [Correct]; if the candidate answer contradicts the reference answer
or refuses to answer the question, please respond with [Incorrect] and provide your analysis. Here
are five examples:

[Question]: When did Wang Xiaochuan, the founder of Baichuan Inc., co-found the company with
Ru Liyun?

[Standard Answer]: Wang Xiaochuan co-founded Baichuan Inc. with Ru Liyun on April 10, 2023.
[Candidate Answer]: Wang Xiaochuan and Ru Liyun co-founded Baichuan Inc. in April 2023.

[Evaluation]: According to the standard answer, Baichuan Inc. was founded on April 10, 2023.
The candidate answer states it was founded in April 2023, which aligns with the reference answer.
[Correct]

[Question]: Which poet created ”Cai Sang Zi - Qing Ming Hou San Ri Zuo”?

[Standard Answer]: ”Cai Sang Zi - Qing Ming Hou San Ri Zuo” was created by the poet Long
Yusheng.

[Candidate Answer]: ”Cai Sang Zi - Qing Ming Hou San Ri Zuo” was created by the Qing Dynasty
poet Jiang Chunlin.

[Evaluation]: According to the reference answer, ”Cai Sang Zi - Qing Ming Hou San Ri Zuo” was
created by Long Yusheng, while the candidate answer claims it was created by Jiang Chunlin, which
contradicts the reference answer. [Incorrect]

[Question]: What are the representative works of Li Bai?

[Standard Answer]: Li Bai’s representative works include "Wang Lu Shan Pu Bu”, ”Xing Lu Nan”,
”Shu Dao Nan”, ”Qiang Jin Jiu”, ”Zao Fa Bai Di Cheng”, and "Huang He Lou Song Meng Hao Ran
Zhi Guang Ling”, etc.

[Candidate Answer]: Li Bai’s representative works include ”Qiang Jin Jiu”, ”Jing Ye Si”, ”Lu Shan
Yao”, ”Zao Fa Bai Di Cheng”, ”Zeng Wang Lun”, "Wang Lu Shan Pu Bu”, ”Xing Lu Nan”, ”Ye Bo
Niu Zhu Huai Gu”, ”Deng Jin Ling Feng Huang Tai”, and ”Song You Ren”, etc.

[Evaluation]: Li Bai has many representative works, and the answer is not unique. The poems listed
in the candidate answer are indeed all written by Li Bai, which is reasonable. [Correct]

[Question]: What are the main works of Hattie Winston?
[Standard Answer]: Hattie Winston’s main work is ”Castle” (Season one).

[Candidate Answer]: Hedy Lamarr’s main works include “Ecstasy” (1933), ”Algiers” (1938), and
”Samson and Delilah” (1949), etc.
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[Evaluation]: Hattie Winston has many works, and the answer is not unique. However, the works
listed in the candidate answer are not by Hattie Winston. [Incorrect]

[Question]: In which battle did Wu Zhifan sacrifice?

[Standard Answer]: Wu Zhifan was sacrificed in the battle on August 26, the second year of the
Shunzhi reign, which was part of the Jiadin Santu.

[Candidate Answer]: Sorry, I cannot find any information related to Wu Zhifan’s sacrifice. This may
be due to incorrect information you provided or because this person does not exist.

[Evaluation]: According to the standard answer, Wu Zhifan was sacrificed in the battle on August
26, the second year of the Shunzhi reign, but the candidate answer did not answer the question.
[Incorrect]

Here is the content you need to evaluate, and please use the same format to provide your evaluation.
[Question]: {Question}

[Standard Answer]: {Standard Answer}

[Candidate Answer]: {Candidate Answer}

B.2 MORE EXAMPLE

We show one example of each domain from FactualBench in Table[§]

C DETAILED SETTINGS

In this section, we will introduce the settings of our experiments, including the evlaution and training
parts.

C.1 EVALUATION

We benchmark 14 LLMs on our FactualBench: Baichuanl (closed), Baichuan2 (open), Qwenl.5-
7B-Instruct (open), Qwen2-7B-Instruct (open), Llama-3-8B-Instruct (open), Baichuan3 (closed),
Yi-34B-Chat (open), Command-R-35B (open), Llama-3-70B-Instruct (open), Qwen2-72B-Instuct
(open), Baichuan4 (closed), Command-R-plus-104B (open), DeepSeek-v2-0628 MoE-236B (open),
GPT4-0125-preview (closed), among which DeepSeek and GPT4 are queried from api and others
are inferenced locally.

We prioritize the chat/instruct version of the model and use the providing recommended generation
config and code on huggingfac to generate responses. We set max_new_tokens or max_length
configuration large enough to ensure that models can complete their normal responses.

C.2 EXPERIMENTS

We choose 6 other open source benchmarks to evaluate model’s enhancement comprehensively. We
generate answer zero-shot inputing the questions or instructions in default generation config. For
model-base evaluation process, we all choose GPT4-0125-preview as evaluator.

Truthful QA Lin et al| (2022) is an English benchmark to measure whether a language model is
truthful in generating answers. It contains 817 questions covering 38 domains. The questions are
designed to cause imitative falsehoods, a false may due to wrong training objective like fake knowl-
edge in training data. We use the generative part of Truthful QA and use GPT4 to evaluate the answer
(provide reference correct and incorrect answers when judging).

HalluQA (Cheng et al., [2023) is a benchmark to measure hallucination phenomenon in Chinese
LLM. It contains 450 meticulously designed adversarial questions covering diverse domains to test

https://huggingface.co
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Table 8: More examples from FactualBench. English translation is for reference only.

Question Standard answer ‘Wrong answer | Wrong answer 2 ‘Wrong answer 3 ‘Domain
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13 ik BRI
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fihﬁ #H i BN kAR
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patrick T4 ] berg/F 4[] - .
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Who directed the Korean movie ‘Inrang'?

The movie Tnrang is directed by Kim Jee-

The movie “Inrang” is directed by Kang
Dong Won.

“The movie “Tnrang” i directed by Han Hy-

The movie “Inrang” is directed by Jung
Woo Sung

filmé&entertainment

‘Which two schools did Hebei Normal Uni-
versity first originate from?

Hebei Normal University originated from
Shuntianfu Official School and Beiyang
Women’s Normal School.

Hebei Normal University originated from
Hebei Normal Institute and Hebei Institute
of Education.

Hebei Normal University originated from
Hebei Vocational and Technical Normal
College and Huihua College.

Hebei Normal University originated from
Peking University and Tsinghua Univer-
sity.

educationdtraining

What is the chemical formula for pheny-
lalanine?

The chemical formula for phenylalanine is

CYHIINO2.

‘The chemical formula for phenylalanine is
C8HIINO2

rhe chemical formula for phenylalanine is
CIHIONO2

The chemical formula for phenylalanine is
C9HIINO3.

physics, chemistry, mathematics&biology

When did posthumous ttles begin?

‘The posthumous title began in the Western
Zhou Dynasty.

‘The posthumous title began in the Eastern
Zhou Dynasty.

‘The posthumous title began in the Qin Dy-

“The posthumous title began in the Han Dy-
nasty.

history&traditional culture

‘What s the debut film of Wang Xiaoshuai,
one of the “sixth generation directors” of
Chinese cinema?

Wang Xiaoshuai's debut film is "THE
DAYS'.

Wang Xiaoshuai’s debut film is *So Close
to Paradise’.

Wang
Bicy

aoshuais debut film is *Beijing

‘Wang Xiaoshuai’s debut film is *Shanghai

biography

What are the constituent elements of legal
relationships?

“There are three elements that make up a le-
gal relationship: the subject of the legal re-
Tationship, the content of the legal relation-
ship, and the object of the legal relation-
ship.

There are three elements that make up a
legal relationship: the subject of the legal
relationship, the form of the legal relation-
ship, and the object of the legal relation-
ship.

‘There are three elements that make up a le-
gal relationship: the subject of the legal re-
lationship, the content of the legal relation-

hip, and the method of the legal relation-
ship.

“There are three elements that make up a le-
gal relationship: the subject of the legal re-
Tationship, the content of the legal relation-
ship, and the objective of the legal relation-
ship.

politicsé&law

In which year was the Chinese National
Financial Supervisory Administration un-
veiled?

The Chinese National Financial Supervi-
sory Administration was unveiled in 2023

The Chinese National Financial Supervi-
sory Administration was unveiled in 2022.

‘The Chinese National Financial Supervi-
sory Administration was unveiled in 2021

The Chinese National Financial Supervi-
sory Administration was unveiled in 2020.

economics&management

Who developed MemCache?

MemCache was developed by Brad Fitz-
patrick from Livelournal

MemCache_was_developed by Mark
Zuckerberg from Facebook,

MemCache was developed by Larry Page
from Google.

MemCache was developed by Bill Gates
from Microsoft.

computer science

‘What is the main site of action of rosuvas-
tatin’

‘The main site of action of rosuvastatin is
the liver.

‘The main site of action of rosuvastatin is
the heart,

‘The main site of action of rosuvastatin is
the kidney.

‘The main site of action of rosuvastatin is
the stomache.

medical

What is the
*Fontainebleau

original meaning  of

The original French meaning of
“Fontainebleau” s “beautiful  spring
water”.

The original

French  meaning of
“Fontainebleau” "

is “magnificent palace’

The nal French meaning  of
“Fontainebleau” is “hunting palace”

The original French meaning of
“Fontainebleau” is “ancient castle”.

sociology&humanity

Where do bamboo shoots originate from?

‘Bamboo shoots originate from China.

Bamboo shoots originate from Japan.

Bamboo shoots originate from India.

Bamboo shoots originate from Thailand

agriculture, forestry, fisheries&allied industries

Which geologist named the Pleistocene
epoch’

‘The Pleistocene was named by British ge-
ologist Lyell

‘The Pleistocene was named by British ge-
ologist Forbes.

‘The Pleistocene was named by American
geologist Lyell.

‘The Pleistocene was named by Chinese ge-
ologist Lyell.

astronomy&geography

In which year did the New Orleans Peli-
cans officiall

The New Orleans Pelicans officially an-

o the Pelicans?

nounced their ge to the Pelicans
in 2013,

The New Orleans Pelicans officially an-
nounced their name change to the Peficans
in 2012.

The New Orleans Pelicans officially an-
nounced their name change to the Pelicans
in 2014,

The New Orleans Pelicans officially an-
nounced their name change to the Peficans
in 2015.

sports&tourism

In which year was BentleyMotors Limited
founded?

BentleyMotors Limited was founded in
1919,

BentleyMotors Limited was founded in
1920,

BentleyMotors Limited was founded in
1918,

BentleyMotors Limited was founded in
1921

digital&automotive

‘What is the main use of disconnectors?

DIsconnectors are mainly used for isolat-
ing power sources, switching operations,
and connecting and disconnecting small
current circuits.

Disconnectors are mainly used to regulate
voltage.

Disconnectors are mainly used to convert

Disconnectors are mainly used for storing
electrical energy.

industrial engineering

In which year did the Opium War begin?

‘The Opium War begin in 1840.

‘The Opium War begin in 1842.

‘The Opium War begin in 1839.

“The Opium War begin in 1841

military&war

‘What song does the meme "Mai Le Fo
Leng’ come from?

‘The meme *Mai Le Fo Leng’ comes from
“Tlove Poland”

‘The meme "Mai Le Fo Leng’ comes from
“Ilove China”

‘The meme *Mai Le Fo Leng’ comes from
“Tlove America”

‘The meme *Mai Le Fo Leng’ comes from
“Ilove England”

slang&memes

In which year was Soho Bar founded?

Soho Bar was founded in 2003,

Soho Bar was founded in 2000.

Soho Bar was founded in 2005.

Soho Bar was founded in 2010.

work&life

What word is Vi(a Vision System) abbre-
viation for?

VI abbreviation for Visual Identity.

VI abbreviation for Visual Information.

VI abbreviation for Visual Interface.

VI abbreviation for Visual Interface.

hig!

echnology

Where is the recognized s
veins” in chinese feng shui?

urce of dragon

The “source of dragon veins™ in chinese
leng shui is Kunlun Mountain

The "“source of dragon veins” in chinese
feng shui is Yangtze River.

The “source of dragon veins in chinese
feng shui is the Yellow River.

The “source of dragon veins” in chinese
feng shui is the Taihu Lake.

religion&culture

models imitative falsehoods and knowledge. Still, we use the generative part and its official prompt
to evaluate the answer.

CMMLU (Li et al| 2023a) is a Chinese multiple-choice benchmark similar to MMLU
(2020), comprising 67 topics and massive questions. We use the official script and code to

evaluate model’s accuracy by logits output.

HaluEval is a large collection of generated and human-annotated English halluci-
nated samples for evaluating the performance of LLMs in recognizing hallucination. It’s a discrim-
inative task require test model to judge whether an answer contains hallucination or not. We use the
official prompt form to query, and only use 10000 samples from QA part. The evaluation is based
on string matching (e.g. ”’Yes” or ”No”), and we have added more matching patterns. If the answer
doesn’t match any pattern, it will be judge as a wrong answer.

Alignbench (Liu et al/ is a Chinese benchmark for evaluating LLMs’ alignment. It contains
683 instructions on 8§ different fundamental abilities, such as writting, reasoning, role-play, etc. We
use its official prompt format to evaluate model’s answer in a model-base way.

AlpacaEval is a benchmark based on the AlpacaFarm (Dubois et al.l [2024) eval-
uation set, which tests model’s instrcution following ability. It contains 805 samples on different
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instructions, and uses winning rate of the answer against a base model as metric. It has been used
to indicate model’s helpfulness in previous works (Lin et al.| [2024). In our work, the model before
training is selected as the based model.

Together with our benchmark FactualBench, we can evaluate model’s factuality from generative,
multiple-choice, and detective dimensions, as well as Chinese and English language. Besides, we
use Alignbench to measure a model’s fundamental abilities and AlpacaEval for helpfulness.

C.3 TRAINING

We conduct training on 32 H800-80G NVIDIA GPU using AdamW optimizer 2017).
Learning rate is set to be 2e-6 for SFT and 1e-6 for DPO. We use linear scheduler or cosine scheduler
with warming up. When fusing DPO with SFT, the weight ratio of DPO loss and SFT loss is 10:1.
And we only train one epoch on the tuning set for each method and setting.

D DETAILED BENCHMARK RESULTS

We present the performances of 14 LLMs on our FactualBench using a heatmap in Figure[8] The
first column represents the overall accuracy of the model and the last line shows the average accuracy
of all 14 models. We arrange domains from left to right in descending order of the average accuracy.
Each domain is represent by its first 5 letters.
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Figure 8: 14 LLMs performances on FactualBench. We prioritize the chat/instruct version.

From Table[9] It can be observed that as models’ parameters increase, the accuracy shows an upward
trend, while models proficient in Chinese have a significant better performance compared to models
proficient in English, which is in line with expectation. Besides, we have two more observations:
1) The same model has significantly different performances on different domains; 2) Different
models share a consistency in relative ability of different domains, that is, most models’ top
(bottom) 5 accuracy domains are the same, and no domain exists in both top 5 and bottom 5 domains
set at the same time.
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Table 9: 14 LLMs performances on FactualBench.

Model Proficient lang.  Acc.  TopS5 acc. domains(high — low)  Bottom5 acc. domains(low — high)
Baichuanl CN 48.24  medic, compu, high , indus, socio filmé&, biogr, educa, sport, astro
Baichuan2 CN 55.37  medic, physi, digit, high , compu film&, biogr, educa, sport, milit

Qwenl.5-7B CN 48.87  medic, compu, agric, physi, high film&, biogr, sport, educa, milit
Qwen2-7B CN 56.27 medic, high , physi, indus, compu film&, biogr, educa, sport, milit
Llama-3-8B EN 39.11  high, compu, medic, physi, digit filmé&, biogr, educa, histo, sport
Baichuan3 CN 67.50 medic, physi, compu, socio, indus sport, biogr, educa, film&, polit
Yi-34B CN 67.30  medic, compu, high , physi, socio filmé&, biogr, educa, sport, histo
Command-R 35B EN 54.30 medic, compu, high , physi, indus filmé&, biogr, educa, sport, histo
Llama-3-70B EN 49.65 medic, compu, high , digit, physi film&, biogr, slang, educa, sport
Qwen2-72B CN 73.71  medic, compu, physi, high , agric film&, biogr, educ, sport, histo
Baichuan4 CN 75.07  medic, compu, physi, digit, high film&, educa, sport, histo, biogr
Command-R+ 104B EN 60.17  medic, physi, compu, high , socio filmé&, biogr, educa, sport, polic
DeepSeek-v2-0628 MoE-236B CN 75.62 medic, physi, physi, digit, high educa, sport, biogr, film&, polit
GPT4-0125-preview EN 65.71  medic, physi, compu, relig, high filmé&, biogr, educa, histo, sport

We demonstrate the phenomenon’s occurance is due to two factors. The type of knowledge needed
in different domains, and the proportion of data from different domains in the training data, which
make domains’ task difficulty and LLMs’ mastery of domains’ knowledge varies. We selected four
domains with the poorest performance and four domains with the best performance almost in all
14 models, utilizing all-MiniLM-Lé-v from Sentence Transformer (Reimers, [2019) to extract the
features and use t-SNE (Van der Maaten & Hinton, 2008)) to reduce the features down to two, visu-
alizing in Figure[9] Different domains questions have significantly different features, comparing the
best domains (mainly center at below) and the poorest domains (mainly center at above), indicating

the questions distribution varies.

film&entertainment
eduaction&training
biography
sports&tourism
computer science
medical

® 0o 0o 0

high technology

physics,chemistry, mathematics&biology

L]
XD, oo=
bl 'Y w’(’-.
AR

L]

Figure 9: Different domains questions have different features.

Shttps://huggingface.co/sentence-transformers/all-MiniLM-L6-v2
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E MUTUAL NEAREST-NEIGHBOR METRIC

For two models with representations f, g, the mutual k-nearest neighbor metric measures the average

overlap of their respective nearest neighbor sets 2024). According to the definition (Huh|
et al} 2024), for each sample z; ~ X,i = 1,2,...,b, two models extract features ¢; = f(x;

and ¢; = g(z;). The collection of these features are denoted as ® = {1, P2, ..., Pp} and ¥
{41, 2, ...,9p}. Then we compute the respective nearest neighbor sets S(¢;) and S(1);) for each

x; under representations f and g.
dinn(¢i, P\i) = S(¢i) “)

where dj,,, returns the set of indices of its k-nearest neighbors. Then we measure its average
intersection via

ma(6, 1) = £15(60 N 5] ©

where |-| denotes the size of the intersection. We use Euclidean distance to calculate distance
betwwen features, and set b = 200 (if the size of dataset is less than 200, we sample all data
from the dataset), & = 10 in our work. The alignment of two representations is measured by

%EizlmNN((biv ﬂ’z‘)'
F DETAILED EXPERIMENT RESULTS

F.1 ON FACTUALBENCH

Baichuanl and its related training versions’ performances on FactualBench are shown in Figure[T0]
Qwen2-7B-Instruct and its related training versions’ performances on FactualBench are shown in

Figure[TT]

Baichuanl Accuracy on FactualBench/%
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Figure 10: Baichuan1 and its related training versions’ performances on FactualBench.

F.2 ON ALIGNBENCH

Baichuanl and its related training versions’ performances on AlignBench are shown in Table
Qwen2-7B-Instruct and its related training versions’ performances on AlignBench are shown in
Table[TT]
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Qwen2-7B-Instruct Accuracy on FactualBench/%

EY
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Figure 11: Qwen2-7B-Instruct and its related training versions’ performances on FactualBench.

Table 10: Baichuanl and its related training versions’ performances on AlignBench.

Baichuanl  Av. ] Knowled; Language Ability Logical Reasoning ~ Advanced Chinese Understanding ~ Writing Ability  Task-oriented Role Play  Open-ended Questions
Chat 5.03 534 271 5.57 320 5.86 6.32 633 6.63
SFTO 3.73 4.48(-0.86) 2.62(-0.09) 4.79(-0.78) 2.75(-0.45) 5.08(-0.78) 3.24(-3.08) 3.77(-2.56) 3.76(-2.87)
SFT1 504 5.78(+0.44) 2.59(-0.12) 5.47(:0.10) 330(+0.10) 5.66(-0.20) 6.11(-:021) 6.25(-0.08) 6.58(-0.05)
SFT2 5.03 546(+0.12) 2.88(0.17) 5.60(+0.03) 3.25(:0.05) 5.57(-0.29) 6.19(-0.13) 6.17(-0.16) 6.63(0.00)
SFT3 447 502(032) 2.68(-0.03) 4.96(:0.6T) 292(:028) 5.67(-0.19) 5.32(-1.00) 5.00(-133) 5.74(-:0.89)
DPOO 4.82 4.61(-0.67) 2.60(-0.11) 5.53(-0.04) 3.30(+0.10) 5.50(-0.36) 6.40(+0.08) 6.17(-0.16) 6.00(-0.63)

DPOI (ours) 530 5.92(+0.58) 3.02(+031) 5.66(+0.09) 337(+0.17) 5.97(+0.11) 6.53(+0.21) 6.55(+0.22) 6.79(+0.16)
DPO2 (ours)  5.38 6.25(+0.91) 3.03(:0.32) 5.76(+0.19) 3.55(+035) 6.12(+0.26) 652(+0.20) 6.36(+0.03) 6.79(+0.16)
DPO3 407 362(-1.72) 93(-0.78) 2.88(:0.69) 2.63(057) 247(-1.39) BI(0.51) 5.53(-0.80) 534(-129)
DPO4 328 1.77(:3.57) 1.95(-:0.76) 4.13(-1.44) 2.58(-0.62) 3.71(-2.15) 5.04(-1.28) 5.14(-1.19) 2.55(-4.08)
SFT then DPO  5.07 5.57(+0.23) 2.66(-0.05) 5.53(-0.04) 3.01(-0.19) 6.00(+0.14) 6.33(+0.01) 632(-0.01) 6.92(+0.29)
SFTand DPO  5.13 5.60(+0.26) 2.79(+0.08) 5.57(+0.00) 3.16(-0.04) 6.05(+0.19) 6.17(0.15) 6.41(+0.08) 7.16(+0.53)

Table 11: Qwen2-7B-Instruct and its related training versions’ performances on AlignBench.

Qwen2-7B  Avg. ional Knowled, i Language Ability Logical Reasoning  Advanced Chinese Understanding ~ Writing Ability  Task-oriented Role ~ Open-ended Question
Instruct  6.69 6.62 6.65 651 5.06 6.76 7.15 759 7.46
SFT4 6.63 6.74(+0.12) 6.40(-0.25) 7.04(+0.53) 4.90(-0.16) 6.50(-0.26) 7.09(-0.06) 7.35(-0.24) 7.50(+0.04)
SFTS 4.97 5.26(-1.36) 3.72(-2.93) 5.88(-0.63) 341(-1.65) 531(-145) 5.60(-1.55) 5.59(-2.00) 6.42(-1.04)
SFT6 3.56 4.47(:2.15) 3.29(-3.36) 450(-2.01) 3.37(-1.69) 5.29(-1.47) 1.92(-5.23) 2.73(-4.86) 3.32(-4.14)
DPOS (ours)  6.96 6.63(+0.01) 6.94(+0.29) 6.94(+0.43) 5.56(+0.50) 6.93(+0.17) 7.43(+0.28) 7.84(+0.25) 7.92(+0.46)
DPO6 671 6.44(-0.18) 6.37(:0.28) 6.85(+0.39) 5.29(+0.22) 7.26(+0.50) 7.21(+0.06) 7.45(:0.14) 7.74(+0.28)
DPO7 6.50 6.10(-0.52) 6.36(-0.29) 6.76(+0.25) 4.70(-0.36) 6.59(-0.17) 7.23(+0.08) 7.64(+0.05) 7.07(-:0.39)
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