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Abstract

Developing meaningful and efficient representations that separate the fundamental
structure of the data generation mechanism is crucial in representation learning.
However, Disentangled Representation Learning has not fully shown its potential
on real images, because of correlated generative factors, their resolution and
limited access to ground truth labels. Specifically on the latter, we investigate
the possibility of leveraging synthetic data to learn general-purpose disentangled
representations applicable to real data, discussing the effect of fine-tuning and
what properties of disentanglement are preserved after the transfer. We provide an
extensive empirical study to address these issues. In addition, we propose a new
interpretable intervention-based metric, to measure the quality of factors encoding
in the representation. Our results indicate that some level of disentanglement,
transferring a representation from synthetic to real data, is possible and effective.

1 Introduction

Developing meaningful, reusable and efficient representations is a critical step in representation learn-
ing [1L 1581157, 167]]. Disentangled Representation Learning (DRL) [1} 140} 24} 67]] aims to learn models
that can identify and disentangle underlying Factors of Variation (FoVs), hidden in the observable
data. These models encode them in an interpretable and compact shape [31} 9} 1} [73]], independently
from the task at hand [22, [39, |66, [67]. Moreover, DRL enhances explainability, robustness, and
generalization capacity across various applications [67]. Disentangled representations have been
shown useful for various downstream tasks, such as FoVs prediction [41] 40], image generation
[72,148L143L142}59] and translation [21}119,138]), fair classification [56,|39], abstract reasoning [[66} 63,
domain adaptation [35]], and out-of-distribution (OOD) generalization [11} 20].

While all the abovementioned methods may rely on different definitions of disentanglement (see just
as examples [11 123} 164]), and in this sense a comprehensive comparison is hard, they usually share the
observation that some level of supervision on the FoVs is beneficial for disentanglement. However,
labelling every single factor to achieve fully supervised disentanglement is costly or even unfeasible
[70L152]]. For this reason, DRL has been mostly validated on synthetic or simulated data, usually
acquired on purpose [11} 41} 60]], and there is a limited understanding of the potential of DRL to
address general-purpose representation tasks, as well as the specific challenges of the real world (e.g.
the presence of clutter and occlusion, correlation between factors [[11]], etc.). Such challenges may
prevent the model from learning perfectly disentangled representations [65]].

In this work, we propose the adoption of Disentangled Representation (DR) transfer to deal with
complex realistic/real dataset. DL transferring was explored in [20]], where Source models learnt in
an unsupervised manner were transferred to a Target dataset, by transferring hyperparameters. The
authors observed a limited effectiveness in the direct transfer of representations. Instead, Dittadi et al.
[L1] found out that disentangled representation can help in OOD generalization from a simulated to a
smaller real dataset. In both cases, the study involved very specific types of dataset, built to emulate

38th Conference on Neural Information Processing Systems (NeurIPS 2024).



the real one in every detail. Recently, Fumero et al. [18] addressed disentanglement in real data
without the need for FoVs annotation, leveraging the knowledge extracted from a diversified set of
supervised tasks to learn a common disentangled representation to be transferred to real settings. We
follow a different direction, setting up a very straightforward and generalizable procedure: we resort
to a weakly supervised approach [41} 25, 26] to learn DRs on Source datasets where the FoVs are
known and annotated, to then transfer (with no supervision) such representation to a Target dataset
where the FoVs are not known or available. Our final aim is to consider real datasets as a Target,
while synthetic data (where FoVs annotation is easy to obtain) can be employed as a Source.

The paper presents three main contributions: (1) a novel metric to assess the quality of disen-
tanglement, which is interpretable, classifier-free and informative on the structure of the latent
representation; (2) a DR transfer methodology to Target datasets without FoV annotation; (3) an
extensive experimental analysis that considers different (Source, Target) pairs and quantitatively
assesses the expressiveness of the learnt DR on Target of different nature (including the case where
the gap between Source and Target is large), taking into consideration the main expected properties of
disentangled representation. We discuss the role of fine-tuning and the need to reason on the distance
between Source and Target datasets.

The paper is organized as follows. In Section [2] we propose and discuss our new intervention-based
metric, OMES. In Section[3.3] we introduce our transfer approach to DRL, and provide a thorough
analysis of different types of transfer scenarios (synthetic to synthetic, synthetic to real, real to real).
Section[3is left to the conclusions.

2 Evaluating the quality of disentanglement

2.1 Background

While there is no universally accepted definition of disentanglement, there is common agreement on
the properties that a DR should have [[12, 54} 166/ [1} 57, 2]

Modularity [55]: A factor influences only a portion of the representation space, and only this factor
influences this subspace. This is achievable if the FoV are independent, meaning that a
variation in one FoV does not affect others.

Compactness [55]: The subset of the representation space affected by a FoV should be as small as
possible (ideally, only one dimension). This property is also called completeness in [13].

Explicitness [54]: DR should explicitly describe the factors, thus it should favour FoVs classification.

The taxonomy presented in [[12] groups all metrics in three families (see a summary in Table [6]
in App.): Intervention-based metrics compare codes by intervention, either creating subsets of
data in which one or more factors are kept constant (BetaVAE [24] and FactorVAE [27]), or in
which only one factor is varying (RF-VAE [28]]), and predicting which factors were involved in the
intervention; Predictor-based metrics use regressors or classifiers to predict factors from DR (DCI
Disentanglement [13] and SAP [32]) or intervened subsets (BetaVAE, FactorVAE and RF-VAE);
Information-based metrics leverage information theory principles, such as mutual information, to
quantify factor-DR relationships (Mutual Information Gap (MIG) [8,12]), MED [6], Modularity [55]
and InfoMEC [23]).

Intervention-based metrics have the advantage of providing control over the factor and the corre-
sponding representation. However, they are all based on classifiers, thus they depend on method,
hyperparameter settings and model capacity. The latter consideration can be extended to all Predictor-
based metrics. On the other hand, Information-based methods are mainly ground on the computation
of Mutual Information, which is dependent on an estimator and its parameters [S1}[7].

Motivated by these limitations, we introduce in the next section a new metric, to the best of our
knowledge, the first classifier-free intervention-based metric.

2.2  Our metric: OMES

OMES (Overlap Multiple Encoding Scores) is an intervention-based metric measuring the quality of
factor encoding in the representation while providing information about its structure: we measure
modularity, analyzing how the FoVs overlap, and compactness, detecting and quantifying how a
factor is encoded in the dimensions of the representation.



Algorithm 1 Compute association matrix .S between dimensions and FoVs

Require: Dy = [R', R% k|, n > n number of FoVs
Ensure: R!,R?> ¢ RN*™ k ¢ RN >m = |.A|, N number of pairs in D
1: S < ZEROS(m,n)
2: for j =1ton do
% R=Rlk==j]andR? = Rk == j. |
: for h=1tom do

4

5 PC = PearsonC’orr(R;[:, h],R?[:, h])
6: Slh, j] = 1 — abs(PC)
7: end for
8: end for

9: return S > m X n matrix

Algorithm 2 Overlap score of FoV j: OS Algorithm 3 Encoding score of FoV j: MES
Require: matrix S, FoV index j Require: matrix .S, FoV index j
Ensure: S € R™*™ Ensure: S € R™*"
1: scores < ZEROS(m) 1: scores < ZEROS(m)
2: for h=1tom do > dimension h 2: for h=1tom do > dimension h
3: is < ZEROS(n); ig[jl=1 3: is < ZEROS(m); ig[h] =1
4: scores[h] = 1 -MAE(ig, S[h,:]) 4: scores[h] = 1 -MAE(ig, S[:, j])
5: end for 5: end for
6: return POOLING(scores) 6: return POOLING(scores)

Given an image X, with ® its mapping into a d—dimensional latent disentangled space, ®(X) = r,
r € R%. We discard dimensions whose empirical standard deviation is extremely small (< 0.05),
meaning that the dimensions are inactive [68| [10]].This leaves us with a subset of m < d active
dimensions, to which we will refer in the following.

Let D be a dataset formed by image pairs, D = {(X}, X2, k;)}}¥.,, where X}, X? are two images
that differ for only the FoV k;.

OMES requires computing a weighted association matrix S between the dimensions of the
representation and the FoVs, with higher association values if the factor is encoded in a certain
dimension (see Algorithm [I): we consider the representations of the image pairs in dataset D,
obtaining Dg. In matrix notation we may write it as Dy = [R!, R? k|, where the pair R' and
R? are N x m-dimensional matrices with each row i is the representation of the i-th image pair
®(X}) =r} and ®(X?) = r? respectively. For each FoV k we extract the rows of Dg such that the
i-th entry of vector k is k; = k, we call this set D%. Each entry S[h, j] of the association matrix
relates a dimension h of the estimated disentangled representation with a FoV j. Its value is in
the range [0, 1] with elements close to 1 corresponding to a dimension that effectively captures the
variations of a FoV. The association is based on a correlation analysis: since the samples from D%
are paired to differ only for the FoV k, we expect a good representation not to correlate where such
FoV is encoded. To ease interpretability, we transform the obtained values (see Algorithm [I] line 6)
so that high values denote a strong association between dimension and FoV.

When the model exhibits perfect disentanglement, each row and column of the association matrix S
present just one element with a high association, corresponding to the only dimension where the
factor is encoded. We thus measure the level of disentanglement through similarity with an ideal
array, where the association matrix shows all Os but in the positions of the correct associations, where
there are 1s.

We rely on the above considerations to derive our metric as a linear combination of two main
contributions. The Overlap Score (OS) penalizes the overlap of different FoVs in the same dimensions
(Algorithm [2| — in this case, each row of S, associated with a dimension, is compared with the
ideal array) and hence measures Modularity, while the Multiple Encoding Score (MES) penalizes
the encoding of the same factor into different dimensions (Algorithm [3]— in this case each column
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Figure 1: Dataset Noisy-dSprites: Left: Scores of the proposed metric for each FoV, « is fixed to 0.5.
Center Left: Association matrix of an unsupervised model (3 = 6). Center Right: Association
matrix of a weakly-supervised model. Right: Scores of synthetic Association matrices simulating
underfitting, partial disentanglement and almost perfect disentanglement.

of S corresponding to a FoV is compared with the ideal array) measuring Compactness. In both
algorithms, we derive a vector summarizing the contribution of all dimensions for the FoV.

The final score in [0, 1] (higher values meaning higher disentanglement) can be obtained with a
pooling (either MAX or AVERAGE) on the vector. The OMES metric is computed as

OMES(S) = % > @ 0S(S,j) + (1 — a) MES(S, j). (1)
j=1

With a = 0, OMES only measures the Compactness of the representation (MES component); with
a = 1, instead, our metric measures the Modularity only (with OS). Values of « in the interval (0,1)
can be used to balance the importance of both contributions.

Relation with existing metrics. To the best of our knowledge, the only metrics capturing more than
one property are DCI [[13]] and the very recent InfoMEC [235]]. Differently from DCI, our metric is
intervention-based with no influence on the choice of the specific classifier that may inevitably impact
the results, as observed in [[7]. With respect to InfoMEC, that must be applied to quantized latent
codes, our metric is more general and accepts continuous latents.

OMES is based on the intervention of the FoVs, thus we require the FoV to be (at least partially)
known: in particular, samples are coupled so that they differ in one FoV only. In this, OMES differs
from existing intervention-based metrics [24} 27] in which the intervention is the opposite (samples
have only one FoV in common). Our pairing requires less supervision, and it is usually easier to
obtain during data acquisition (for instance, from videos [41]). In addition, it has been shown that
this type of pairing provides more guarantees on disentanglement properties [60, 41]].

Finally, compared to Information-based methods, we exploit Correlation instead of Mutual Informa-
tion, hence we do not need its estimation that can be sensitive to parameters choice (e.g. granularity
of the discretization [7]]) and choice of estimator [51,[7].

2.3 OMES assessment

We now analyze OMES, extending previous studies on the unsupervised [40] and weakly supervised
[41]] setting. As for the unsupervised case, we exploit available 5400 trained models from [40] (3
datasets, 6 values for /3, 50 random seeds, 6 unsupervised methods:/3-VAE [24]], FactorVAE [27],
B-TCVAE [8]], DIP-VAE-I [32], DIP-VAE-II[32]], AnnealedVAE [3]); in this section we report an
analysis on Noisy-dSprites, the remaining 2 benchmarks can be found in the Appendix [B.T|and[B.2]
Instead, for the weakly supervised case trained models are not available, so we reproduce the models
as in [41]] training them on Shapes3D and on other datasets that can be found in Appendix[B.3]

OMES interpretation. The metric, by construction, allows us to compute the overall score and a
score for each FoV separately: we can thus interpret the effect of hyperparameters on the single FoV,
and evaluate the FoV separately in each dimension of the representation. Moreover, by inspecting
the metric at a factor level, we may identify uneven behaviours (e.g. models performing similarly on
average but for different contributions from the factors).

Fig. [1] (Left) shows the metric scores for different values of 3 keeping the different FoV separated:
the FoVs less affected by reconstruction (e.g. PosX and PosY) exhibit an increasing disentanglement
score as 3 grows. On the other hand, Shape and Orientation present a maximum value around
£ = 6 and then decrease because they are more susceptible to the reconstruction quality, which
degrades for larger values of 5. In Fig. [T| (Center Left) an association matrix S is generated from one
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Figure 2: Left: Rank-correlation between metrics of models trained on Noisy-dSprites. Center:
Scores distribution of the metrics on Noisy-dSprites. Right: Rank correlations (Spearman) of ELBO,
reconstruction loss, and the test accuracy of a GBT and a MLP classifier trained on 10,000 labelled
data points with disentanglement metrics. In all plots OMES is computed with o« = 0.5.
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of the unsupervised models (8-VAE) trained with 3 = 6: Shape and Orientation are encoded
in the same dimension (overlapping) and produce lower values because of the reconstruction,
while PosX and PosY are encoded in multiple dimensions and mostly overlapping. Scale does not
seem to be well represented. In Fig. [T] (Center Right) we report the association matrix obtained
by a weakly-supervised model (Ada-GVAE): the factors PosX, PosY and Scale are disentangled
while Shape and Orientation are encoded in the representation with high intensity in different
dimensions, with overlaps. Fig{I] (Right) shows OMES values (o« = 0.5) computed over synthetic
association matrices .S, obtained by perturbing the ideal (diagonal) one. The perturbation aims to
simulate 3 scenarios: noisy matrices where the disentanglement can be more or less strongly derived;
models exhibiting partial disentanglement; models with no disentanglement. As it can be appreciated,
the metric score nicely reflects the disentanglement intensity.

Agreement of OMES with other disentanglement metrics. We extend the analysis in [40]. The
rank-correlation (e.g. Fig. 2] (Left)) between the previously proposed metrics and our OMES (for
a = 0.5) shows that the latter has a high level of correlation with MIG and DCI, but mild correlation
with BetaVAE, FactorVAE (OMES is based on the opposite intervention type), and Modularity. This
is consistent on all benchmarks. We show in Fig. [2] (Center) the score distribution of the metrics,
computed on the whole set of models. We observe OMES produces a wider range of values with
respect to MIG and DCI: our metric looks more descriptive, similarly to BetaVAE and FactorVAE.

Agreement with performance metrics. Similarly to [41]], we consider the more informative weakly-
supervised setting and discuss the rank correlation between our metric and performance evaluations
(ELBO, reconstruction loss, and test error of FoVs classifier). Our analysis, reported in Fig. E] (right)
shows that OMES performs similarly to DCI, negatively correlated with the Reconstruction loss, and
positively with the ELBO. It also correlates with the performances of GBT10000 (the classifier we
will use in the experiments) while it mildly does with MLP10000. This empirical evidence is in line
with what was observed in [[L1]. The correlation with the classification score is a sign that OMES is
able to capture the property of expliciteness of the representation, although it is not directly measured
by our metric. It is worth mentioning the correlation of OMES with the performance metrics is more
stable than what is obtained by other metrics across different datasets (see the Appendix [B.3).

3 Transferring disentangled representations

Fully unsupervised disentangled representation learning has been shown unsatisfactory in many
scenarios [40]]. However, annotating the FoVs can be a very critical and uncertain process. In this
section, we propose a general-purpose methodology for transferring disentangled representations
learned from supervised synthetic or simulated data to an unsupervised dataset (in terms of the FoVs).
This approach allows us to evaluate the effectiveness of disentangled representations transfer, and its
potential in real-world applications.

3.1 Our methodology and research questions

Most of the focus in learning disentangled representations has been on synthetic datasets whose
ground truth factors exhibit perfect independence by design [44} 53| 15, |34} l4]. Instead, real-world



Table 1: Summary of the datasets and their properties. * in the # F'oV refers to the possible presence
of hidden factors.

Dataset Real 3D Occlusions #FoV Independence Compl@te Resolution #Images
annotation

dSprites X X X 5 64 x 64 737K
Noisy-dSprites X X X 5 64 x 64 737K
Color-dSprites X X X 6 64 x 64 4.4M
Noisy-Color-dSprites X X X 6 64 x 64 4,AM
Shapes3D X 6 64 x 64 480K
Isaac3D X 9 128 x 128 737K
Coil100-Augmented 4 128 x 128 1,IM
RGB-D Objects 3* X X 256 x 256 35K

scenarios present several challenges that we want to investigate in our analysis.

We consider S-VAE models with weakly supervised learning specifically we adopted Ada-GVAE
[41], for its simplicity and its sampling strategy similar to our metric, on a Source Dataset, using
pairs of images that differ in ¢ factors of variation. We set £ = 1 as it was shown to lead to higher
disentanglement [41]]. Following [L1]], we vary the parameter /3 in {1, 2}, sufficient to achieve high
disentanglement with weak supervision [[11} 41].

We evaluate the quality of the disentanglement in a transfer learning scenario, assessing the trans-
ferability of the disentangled representation on a Target Dataset, with the final aim of targeting real
scenarios. The evaluation we report considers our metric OMES, as well as DCI and MIG, the
most widely used metrics in the literature [50, [18] [17, [14} |69} 25| i45]]. Moreover, in accordance
to [40, 41} [11]], we evaluate the quality of the disentanglement also in terms of accuracy w.r.t. a
downstream classification task, with a classifier per FoV. We evaluate the latter in two modalities: (1)
Considering the entire representation and (2) Selecting with OMES the dimension of the representa-
tion that best encodes the FoVs. Our analysis addresses three main research questions:

Q1 - How well does disentanglement transfer, and how much does it depend on the distance between
Source and Target Dataset?

We will consider different transfer learning scenarios (syn2syn, syn2real, real2real) and pairs (Source,
Target) datasets with different distances.

Q2 - Which properties of a DR are preserved on the Target Dataset?

We will discuss Explicitness of the representation (through FoV classification), Compactness
(analysing the component MES of OMES, the MIG metric, as well as the performances of the
one-dimensional representation), Modularity (relying on the OS component of OMES and on DCI).
Q3 - How effective is fine-tuning on the disentanglement?

We will consider the performances of the FoVs classification, the compactness and the modularity on
the Target dataset before and after fine-tuning.

3.2 Datasets

In our analysis, we consider both synthetic and real datasets offering different challenges, a summary
of their properties is in Tab. [T} Some of the datasets are DRL-compliant, meaning that there is full
independence between the FoVs (this is reported in column Indepencence), and FoVs appear in all
their possible combinations. This is easy to achieve if the dataset is specifically tailored for DRL, but
it can not be easily obtained in general.

dSprites[44] is a dataset of 2D shapes generated from 5 ground truth FoVs: Shape, Scale,
Rotation, x and y Positions. Variants of the dataset have been proposed: in Noisy-dSprites
the background is filled with uniform noise; Color-dSprites includes Color as an additional FoV;
Noisy-Color-dSprites adds uniform noise to the latter. We refer to them as: N-dSprites, C-dSprites
and N-C-dSprites.

Shapes3D [4] is a dataset of 3D shapes, generated from 6 ground truth FoVs: Floor colour, Wall
colour, Object colour, Scale, Shape and Orientation. It is characterized by the presence of
Occlusions.

Isaac3D [47] is a synthetic dataset of a 3D scene of a kitchen where a robot arm is holding objects
in a variety of configurations. It is characterized by 9 real-world complex FoVs, including robot
movements, camera height, environmental conditions (e.g. lighting).



There are few real datasets available specifically meant for DRL. [20] is a collection of datasets
covering the transitions from simulated to real data, which is, however, not fully available at the
moment. [[11] is not appropriate for our analysis since the real data section is very small compared to
the complexity of the task. We consider instead real benchmarks proposed for classification tasks,
chosen to reflect some of the real-world challenges but possessing some "semantic connection" with
the synthetic dataset we refer to, e.g. in terms of the expected FoVs. This allows us to reason on the
potential of transferability. Example images are in Appendix [C.1}

Coil is derived from Coil100 [46]]. The original dataset contains 7200 real color images of 100
objects. The objects were placed on a motorized turntable against a black background. The turntable
was rotated to vary object pose w.r.t. a fixed camera, producing self-occlusions and 2D silhouette
changes. We augment the original dataset with two additional FoV, a planar rotation (9 angles) and a
scaling (18 values). Therefore, we identify 4 FoV (Objects, Pose, Rotation and Scale) that,
by construction, are independent. To consider in our analysis a real dataset visually related to dSprite,
we derived a binary version of Coil, called Coil(bin), by applying Otsu’s thresholding [49].
RGBD-Objects [33] is a dataset of 300 common household objects acquired by a RGB-D camera.
The objects are organized into 51 Categories and a varying number of instances for each category.
For each object, 3 video sequences have been acquired with different camera heights (Elevation) so
that the object is viewed from different angles while rotating (Pose). Then, images have been cropped
so that the object is always in a central position. For our experiments, we used a subset with one object
instance per category to make it semantically similar to Coil100 but with the additional complexity
of variability in the background, presence of occlusions and clutter. Hence, we control 3 FoVs
(Category, Elevation, Pose), but other factors are hidden or not annotated (e.g. Background,
Illumination, etc.) due to a realistic acquisition protocol. We refer to RGBD-Objects as RGBD. We
also use a variant of the dataset, including depth maps only, referred to as RGBD(depth).

3.3 Experimental analysis

Implementation details. We trained 20 different models (10 random seeds x 2 values of () for each
Source dataset. We adopted the same training strategy as in [L1] (see Appendix[C.2). As for FoVs
classification, following [[11, 41], we consider Gradient Boosted Trees (GBT) [16] and a Multilayer
Perceptron (MLP) [37] with 2 hidden layers of size 256. Since the specific choice of a classifier is
not crucial for our analysis, here we report GBT, MLP can be found in Appendix[C.7} Fine-tuning to
the Target dataset of the VAE models is unsupervised and it is carried out for 50k steps.

Tables description. The tables group different experiments based on the Target dataset. For each FoV,
we report under the name the number of values the factor can assume (i.e. its granularity). The tables
report the average classification performance over the 20 models, before and after fine-tuning. The
latter is reported in parenthesis in terms of gain or loss w.r.t. the performance before the fine-tuning.
All is the average performance of all FoVs.

The column Pruned highlights the two different representation modalities: if the classifier is trained
on the whole representation (X), or using only one dimension, i.e. the one showing the strongest
encoding of a certain FoV according to the OMES metric (V). As already mentioned, a good
performance of the former is an indication of explicitness, while the latter is a positive sign of
compactness. Tables also report metrics assessing Modularity (our MES and DCI) and Compactness
(our OS and MIG).

Note that we exploit the interpretability of OMES in the transfer learning process to select the most
representative dimension of the representation for the classification (the “Pruned” columns).

(1) Synthetic to synthetic. As a baseline, we consider the case in which both Source and Target
datasets are synthetic and we have access to the annotation of the FoVs, they are DRL-compliant. If
Source and Target have the same FoVs (S=dSprites with T=Noisy-dSprites or S=Color-dSprites
with T=Noisy-Color-dSprites, see Table [2) we observe that pruning the representation to just one
dimension maintains, on average, stable performances. This shows that the compactness of the
representation is preserved for the Target dataset, both before and after fine-tuning.

Fine-tuning allows for improved performance in terms of explicitness preserving the remaining
properties of the representation, also in the case of the pruned representation. The Orientation
FoV is difficult in these datasets as it suffers from reconstruction errors. We increase complexity by
adding a new FoV to the Target dataset (S=dSprite with T=Color-dSprite, see Table [2).



Table 2: Quantitative evaluation of transferred disentangled models using the dSprites family of
datasets. We transfer from a Source (ST) to a Target Dataset (TD). We report the average classification
accuracy obtained with GBT on the full and the pruned representations (see text). The last columns
on the right report a comparison between disentanglement metrics, including MES and OS.

Mean accuracy on FoVs(%) Modularity(%) Compactness(%)
Color Shape  Scale Orientation  PosX PosY Our Our
SD TD Pruned @ 3 ©) 40) 32) 32 ‘ All ‘ (08) DC1 (MES) MIG
X 61.1 47.1 6.7 17.8 17.1 30.0
N-dSprites (+11.2)  (+12.0) (+7.5) (+27.9)  (+28.1) | (+17.3) 318 220 3.1 13.9
52.1 447 3.8 143 143 25.8 (+6.3)  (+4.0) +#39)  (+6.9)
dSprites (+6.6)  (+83) (+3.5) (+22.5)  (+21.9) | (+12.6)
X 30.8 942 86.9 448 76.3 75.7 68.1
C-dSprites (+354) (199  (+0.5) (-4.2) (-5.1) (-53) | (+3.2) 61.0 42.9 73 34.0
26.2 76.7 71.0 17.1 74.9 74.6 57.8 (+1.6)  (+10.4) (+3.5)  (+0.3)
(+6.8)  (+2.6)  (+2.4) (+1.0) 4.1)  (43) | (+0.7)
P 330 41.6 28.6 29 9.0 9.40 20.7
C-dSprites  N-C-dSprites (+65.2)  (+7.3) (+16.8) (+0.9) (+19.7)  (+#20.2) | (+21.7) 28.9 54 29.0 1.8
29.1 39.3 253 2.6 6.0 53 17.9 +0.3)  (+22) (-1.9)  (+1.0)
(+52.3)  (+4.5) (+11.2) (+0.4) +7.1)  (+74) | (+13.8)
Table 3: Target dataset: Shapes3D (see Table[2).
Mean accuracy on FoVs(%) Modularity(%) Compactness(%)
Floor Hue Wall Hue Object Hue Scale Shape  Orientation Our Our
SD TD  Pruned | ") (10) 10) ®) “@ s) Al ‘ ©os) P oms) M6
X 78.0 80.3 43.6 254 55.5 353 53.0
. (+14.1) (+13.1) (+25.6) (+9.6)  (+18.6) (+0.8) (+13.6) 26.9 9.6 239 53
dSprites
63.5 59.5 28.5 21.3 43.6 234 40.0 (+0.6)  (+9.0) +1.1) (-0.4)
(-2.0) (+4.2) (+13.7) (+44) (+114) (-0.8) (+5.1)
X 82.1 79.4 46.8 30.1 537 39.8 553
. (+8.0) (+12.3) (+28.8) (+10.4)  (+32.6) +5.1) (+16.2) 30.6 13.7 282 8.4
- Shapes3D
C-dSprites  Shapes 60.6 52.34 302 253 440 294 403 #08) (74 (21 (14
(-5.8) (+3.2) (+12.1) (+4.0)  (+18.5) (-0.1) (+5.3)
X 62.8 62.6 39.8 30.5 51.9 21.8 449
1saae3D (+26.2) (+28.2) (+37.9)  (+103) (#352)  (+28.1) (+27.6) 243 3.6 212 1.5
o 448 42.5 26.1 22.3 41.6 13.8 31.8 (#6.1)  (+16.7) (+8.1) (+5.2)
(+8.3) (+14.4) (+16.5) (+6.6) (+203)  (+14.5) (+13.4)

All FoVs in common between Source and Target are effectively classified, again except Orientation.
As for the new FoV (Color), we report lower performances, but we can appreciate a significant
improvement with fine-tuning if we exploit a global representation. Instead, we observe a lower
improvement with the pruned representation, suggesting that the new factor is not encoded in one
single dimension.

To further increase the distance between Source and Target, we consider pairs for which the
semantics of the FoVs are the same, but they are different in appearance, granularity, and composition
(S=Color-dSprite with T=Shapes3D, see Table[3): we can observe that even without fine-tuning, the
latent representation allows the classification of the dominant FoVs of the dataset, i.e. Floor Hue
and Wall Hue, also when focusing on a single dimension. Fine-tuning positively affects the average
classification accuracy, especially when using the whole representation.

We finally reason on the gap between Source and Target datasets in terms of complexity. When
the Source is simpler than the Target but still they have some FoVs in common, possibly with
different appearances, (e.g. S=Shapes3D, T=Isaac3D, Table 0] and Table[I0) we can appreciate the
effectiveness of transfer and fine-tuning for all metrics. Conversely, when the Source is much more
complex than the Target (e.g. when S=Isaac3D, T=Shapes3D) one could expect the richness in the
Source to be directly transferrable to the simpler Target. However, we observe that the finetuning is

still beneficial for all the disentanglement metrics. This can be explained by the “domain” dependence
of VAE models.

Discussion. Disentanglement transfers well between synthetic datasets with the same FoVs, w.r.t.
all the properties. If the Target includes new FoVs, fine-tuning is necessary for the new FoV, but
also for the entire representation, as compactness and modularity are partially degraded by the new
FoV. When the Source and Target become significantly different, fine-tuning is also beneficial. We
can conclude that when both Source and Target are synthetic and DRL-compliant, the properties of
disentangled representation are preserved before and after fine-tuning, especially when the datasets
have FoVs in common even though they have different appearance.

(2) Synthetic to Real. We now analyse the potential of transferring a disentangled representation from
an appropriately generated Synthetic Source (DRL-compliant) to a Real Target. We first consider Real



Table 4: Target dataset: Coil100 and variants (see Table 2).

Mean accuracy on FoVs(%) Modularity(%) Compactness(%)
Object Pose Orientation Scale Our Our
SD  TD  Pruned | T4 72 (8) ® ‘ Al ‘ (08) et oes) M
. Coil X 13.2 (+3.9) 1.7 (-0.1) 48.1 (+1.7)  38.6 (+7.4) | 254 (+3.2)
ds S X 37.8 (+2.6 114 (+2.7 25.7 (+2.1 5.1 (+1.8
P (bin) 48(02)  15EO00)  180(52)  333(+27) | 144(07) 20 27 G2D 3IELS
C-dSprites X 233(+209) 1.6 (+0.1) 34.6(+13.2) 38.6(+7.6) | 24.5(+10.4) 33.9(+3.0) 104 (+1.8) 272(+0.0) 41 (42.2)

134(+0.1)  15¢0.1) 11519 332(32) | 149(03)
16,6 (+249) 1.5(+0.1) 17.7(+269) 32.5 (+12.4) | T7.1 (+16.1)

62(+46) 139 (+0.0) 972(+45)  23.5(+3.6) | 1021 (+3.2)
X 209 (+12.6) 1.6(+0.0) 362 (+10.0) 304 (+12.8) | 22.3 (+8.8)

Coil(bin) 73(2.6)  15(0.0)  128(+1.8)  272(04) | 122(+1.0) %63(5D 10453 261624 56(35

Shapes3D  Coil 31.7(-:02)  32(+3.5) 250(-1.0) 1.7 (+0.8)

Table 5: Target dataset: RGBD-Objects and variants (see Table [2)).

Mean accuracy on FoVs(%) Modularity(%) Compactness(%)

SD D  Pruned Ca(t;%;ll‘y Elev';l‘:;ltion (l;:s;) ‘ All ‘ ((())“Sr) DCI (I\C/HIZ;) MIG
dSprites X 63:31 ((+:33)) 86372 ((+12§)) g: E:g:g; ‘;93:29 ((+12;1)) 343(+0.6) 11.0(+05)  22.1(02) 3.4 (+0.5)
oo 12| B B B s
" Coil(in) X 1; ‘33 ((:; 25)) 5586176 ((+1GZ>) gé E:g:g; ZT E:g g 356(-15 118(+03)  23.5(2.0) 43(2.4)
e | B S BER RS s e
| ol RaBD X izg :g?; i;lé (:375)) g; :g:}; 4;; ((+325)) 35.0(+0.0) 42(+0.6)  23.5(:03) 20(L1)
Coil(bin) x Zz: :32 1 98‘426 ((+§§)> g; E:g:g; ;Z:Z 2:32; 353(-05) 5.1(-:02)  242(-12) 13(-02)

Targets with FoVs independence. In Table[d] we first analyse (S=Color-dSprite with T=Coil): the
Target dataset shares some FoVs with the Source (such as Scale, inplane Orientation, and Object, the
latter related to shape), but their variability and granularity may be very different (e.g. the shape/object
can assume 3 values on Source and 100 on Target ). Other FoV are new, such as Pose (encoding 3D
rotations). The accuracy we achieve is very uneven on the different FoVs, in particular Pose, since
the Source does not incorporate any 3D information. We notice an improvement with fine-tuning but
also a degradation in performances with the pruned representation (a sign the representation does not
produce a good disentanglement on the Target). An exception to this last comment is the FoV Scale,
whose accuracy does not degrade significantly with one dimension only (an indication this FoV is
well represented in one dimension).

With the same Target, we assess a representation which is incorporating some level of 3D information
( S=Shapes3D, with T=Coil, Table ). This choice does not bring any benefit since the synthetic
Shapes3D includes a very simplified form of pose variation. Orientation accuracy degrades, as it
is not captured by the Source (indeed, with fine tuning this performance improves). Considering
the Target dataset, it clearly presents several new challenges w.r.t. Source ones, we produce a last
experiment with a simplified binary version of the Target, meant to be more similar to the binary
images in dSprite. In this case, some FoVs are very well represented (Orientation and Scale),
while Object presents low performances due to the decrease in the image descriptive power caused by
binarization.

‘We now consider another real Target, RGBD-Object (see Table E]) As for the former, we consider
Color-dSprite as a synthetic source: here, the same considerations about the Pose we discussed
before are valid, and on the other FoVs, we observe the global representation is effective (and
marginally improved by fine-tuning), while the pruned representation leads to lower performances,
as a sign the representation is not perfectly disentangled on the Target. Here again, we investigate
the possibility of transferring to simplified versions of the dataset (in this case, we consider the
Depth channel only). The FoV Elevation improves significantly as it is not directly affected by
color information. Concerning Modularity (Table ] and Table[5)), fine-tuning seems to have a small
influence. In particular, we observe a small degradation for RGBD-Objects (Table [5), coherent with
the challenges of a real dataset with unknown/hidden factors perturbing the encoding of the FoV.

Discussion. If the Source is synthetic (and DRL-compliant), and the Target is Real, the quality
of transferring seems to depend on the distance between datasets and is not even across different
FoVs: FoVs that are more similar between the datasets are more easily represented, and they exhibit
better compactness properties. Fine-tuning is bringing a significant benefit in Explicitness and some



(limited) benefit in Modularity and Compactness. If the Target incorporates unknown hidden factors,
as we may expect to happen in the real world, Modularity and Compactness transfer worse, and the
benefit of fine-tuning is limited.

(3) Real to Real. We conclude by discussing the possibility of transferring from a DRL-compliant real
dataset to another real one. As a first task, we consider as a Source a simplified version of the Target
(specifically, S=Coil-binary, with T=Coil): the source should encode the factors not related to RGB,
while the finetuning should improve the disentanglement and the explicitness of the representation.
However, this is not the case with Coil100, whose representations degrade the Modularity, and the
finetuning only affects the entire representation.

We then consider a larger variation between Real Source and Real Target (specifically, S=Coil
with T=RGBD-Object, see Table[3)): we obtain similar results to those of Color-dSprites as Source
Dataset (comparable Explicitness), with a reduction on the performances obtained by the pruned
representation. Notice that adopting the binary Coil as a Source causes only a limited reduction
in Explicitness, and this was somewhat unexpected as we have a large gap in complexity between
Source and Target. Our experiments did not consider RGBD-Objects acting as a Source dataset, not
being DRL-compliant.

Discussion. Using a real DRL-compliant dataset as a Source, we do not appreciate any benefit. Fine-
tuning is not particularly effective. At the same time, we notice that some level of disentanglement
transfer can be observed.

4 Limitations

A limitation of our current work is the adoption of a specific family of approaches (VAE-based). The
generalization of our finding to more recent vector-based approaches (e.g. [[71,162] 48] |36]) needs
further investigation. However, each family of approaches for disentanglement learning follows
specific paradigms that may require tailored designs for transfer learning. In other words, while the
general transfer methodology is still applicable, it might need proper tuning to perform optimally
depending on the particular learning approach.

5 Conclusions

In this paper, we discussed the potential of transferring a Disentangled Representation as a strategy
to address disentanglement in real data. We learned the representation from a Source Dataset in a
weakly supervised manner and transfered it to a Target Dataset, where supervision on the FoVs was
difficult or impossible to obtain. We identified three main scientific questions, summarised in Section
which we recall to draw conclusions on our study. Starting from question Q2, on the properties
of disentangled representations that are preserved after transferring, we may conclude Explicitness is
usually well maintained, while Modularity and Compactness are reduced as we move from synthetic
to real. More precisely, we appreciate a degradation in the global metrics (such as OS and ME), while
on the compactness through the analysis of the 1-dimensional pruned representations, we notice that
some FoV may transfer very well.

As for Q3, we may observe that fine-tuning is almost always beneficial, and it never causes any harm.
Q1, a much wider question discussing under what circumstances transfer is effective, leads us to
conclude that some structural similarity between Source and Target datasets is necessary, including
similar ranges/granularity of variations of related factors. A quantification of the similarity among
datasets is still under investigation; the results of our study suggest one could design synthetic data to
capture/disentangle specific factors of interest.

Future directions. Currently, we are exploring quantitative methods to assess the distance between
Source and Target datasets. In the near future will target more specific applications, such as biomedical
image classification or action recognition from videos, to discuss and relate the general results we are
reporting in this paper to more specific and challenging domains.
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Table 6: Summary of different metrics for disentanglement learning. L and K are the numbers of

latent variables and ground truth factors, respectively.

. Intervention Information Predictor . . Measured
Metric based based based Classifier #Classifiers Property
BetaVAE X Linear/majority-vote 1 Modularity
FactorVAE X Linear/majority-vote 1 Modularity

SAP X X Threshold value LxK Compactness
MIG X X None 0 Compactness
LASSO Modularity
DCI X X K Compactness
Random forest Explicitness
Modularity X X None 0 Modularity
OMES(Our) X None 0 CMOdUIa“ty
ompactness
1.0
09 -
0.8
& ==
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Figure 3: Boxplot of the distribution of OMES comparing 7 association matrices .S, for different a
values: (I), (II) and (II) are the results of simulated scenarios where only Overlap (I) and Multiple
Encoding (IT) or both (III) are represented, (IV), (V), (VI) are obtained with weak-supervision (respec-
tively, on datasets Shapes3D, Color-dSprites, Noisy-dSprites; (VII) Noisy-dSprite with unsupervised
model.

A Evaluating the quality of disentanglement

Table [6] reports the main characteristics of the well-established and most used disentanglement
metrics. Note that OMES is the only one both Interventional-based and Information-based, measuring
Modularity and Compactness.

B OMES assessment

In this section, we report the evaluation of the 1800 models trained on Noisy-dSprites, 1800 models
trained on SmallNORB and 1800 models trained on Cars3D, all from [40]. Here we report the
extensions of the results in Section 2.3]

B.1 OMES interpretation

Fig. ] shows our metric OMES scores for different values of 3 keeping the different FoV separated,
for Noisy-dSprites (Left), SmalINORB (Center) and Cars3D (Right). « is fixed to 0.5.

In addition, Figure 3] shows the range of values with different « for a selection of S. We include 3
synthetic cases ((I), (IIT), (IV)) producing high scores, and (V) generated from Shapes3D, is very
similar. The scores of the Noisy-dSprites models ((VI), (VI)) are lower, as it is a more challenging
dataset. Color-dSprites (V) is easier to disentangle and output values in between Shapes3D and
Noisy-dSprites. Note how the boxplots generated from real models produce a smaller range of values
w.r.t the simulated cases; the choice of o does not appear critical in the real case.

16



B.2 Agreement of OMES with other disentanglement metrics

Fig. f shows the metric scores for different values of /3 keeping the different FoV with ov = 0.5, the 3
benchmark datasets (Noisy-dsprites (Left), SmalINORB (Center), Cars3D (Right)). In general the
greater the [ the higher the disentanglement but the factors strictly related to reconstruction quality
fail to be encoded in the representation.

Fig. [5]shows the distribution of the disentanglement metrics, extending the plot from [40] with our
metric OMES computed with different values of o € {0.0,0.3,0.5,0.8,1.0}. We observe the higher
the « the less variable the distributions of our metrics, meaning that the models are more similar in
terms of Multiple Encoding than they are in terms of Overlap.

Fig. [f] shows the rank correlations of the disentanglement metrics of the models trained on Noisy-
dSprites, extending the plot from [40] with our metric OMES computed with different values
of @ € {0.0,0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,1.0}. We observe the higher the o (Multiple
Encoding) the higher the correlations with BetaVAE Score and FactorVAE Score and negative
correlations with Modularity.

Analogously, Fig. [7|shows the rank correlations of the disentanglement metrics of the models trained
on SmalINORB, extending the plot from [40] with our metric OMES computed with different values
of a € {0.0,0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9, 1.0}.

Finally, Fig. [8] shows the rank correlations of the disentanglement metrics of the models trained
on Cars3D, extending the plot from [40] with our metric OMES computed with different values of
a € {0.0,0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9, 1.0}.

B.3 Agreeement with performance metrics

Fig. |§| shows Rank correlation with ELBO, reconstruction loss, and test error of FoVs classifier for
the models trained on the weak-supervised setting that was shown to be more interesting for this
analysis. We consider all the different Source datasets used in the transfer experiments.

Factor Factor Factor
—— shape 08 Seegory —— clevation

scale azimuth
orientation azimuth object type

006 —— posX m 0.6 lighting 006

< posY - < g - —

[ XV — — Qoa I OCoa

25 50 75 100 125 150 25 50 75 100 125 150 25 50 75 100 125 150

Figure 4: Scores of the proposed metric for each FoV(« is fixed to 0.5) of the 5400 models in [40]:
1800 models trained on Noisy-dsprites (Left); 1800 models trained on SmalINORB (Center); 1800
models trained on Cars3D (Right).
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Figure 5: Distribution of different metrics of the 5400 models in [40]]: 1800 models trained on Noisy-
dsprites (Left); 1800 models trained on SmalINORB (Center); 1800 models trained on Cars3D
(Right). This is an extension of the plots in [40], we added our metrics with different values of
a € {0.0,0.3,0.5,0.8,1.0}.
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Figure 7: Rank correlation of different metrics on the same dataset (SmallNORB) computed on the
1800 models in [40]]. This is an extension of the plots in [40], we added our metrics with different
values of « € {0.0,0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,1.0}.
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Figure 8: Rank correlation of different metrics on the same dataset (Cars3D) computed on the 1800
models in [40]. This is an extension of the plots in [40], we added our metrics with different values
of « € {0.0,0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,1.0}.
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Table 7: Datasets info and examples. Specifically, the Variant column shows the corresponding
variants of the original dataset

Dataset FoV Original Variant
Color-dSprites
FoV # values
Color 7
Shape 3
Scale 6
Orientation 40
PosX 32
PosY 32

Shapes3D
FoV # values
Floor Hue 10
Wall Hue 10
Object Hue 10
Scale 8
Shape 4

Orientation 15

Coil100-Augmented

FoV # values
Object 100
Pose 72
Orientation 18
Scale 9
RGBD Objects
FoV # values
Category 51
Elevation 4
Pose 263

C Transfer experiment

Here we provide additional information about the architecture of the models for the transfer experi-
ments. Moreover, we include the tables reporting the average performances of the GBT and MLP
classifiers.

C.1 Datasets

Table[7]reports the main information about the used dataset, e.g. FoV and number of classes, together
with some examples of the original dataset, plus some samples of one variant of the given dataset,
such as Color-dSprites and Noisy-Color-dSprites. The only exception is Shapes3D which does not
have any variant, so different samples drawn from the same dataset are shown.

C.2 Architecture

Table[8]shows the architecture of the model used for all the transfer experiments. We trained multiple
models with 10 different random seeds for each value of 8. Hence, we obtain 20 models for each
Source dataset. We adopted the Adam optimizer [29]] with default parameters, batch size=64 and
400k steps. We used linear deterministic warm-up [[L1, (611 3] over the first 50k training steps. We
maintained the latent dimension fixed to 10 for all the experiments.
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Table 8: Encoder and Decoder architecture for the transfer experiments.

Encoder Decoder

Input: 64 x 64 x #channels Input: R'©

4 x 4 conv, 32 LeakyRelu(0.02), stride 2 FC 8192 LeakyRelu(0.02)

4 x 4 conv, 64 LeakyRelu(0.02), stride 2 FC 8 x 8 x 128

4 x 4 conv, 128 LeakyRelu(0.02), stride 2 4 x 4 upconv, 64 LeakyRelu(0.02), stride 2
Flatten 4 x 4 upconv, 32 LeakyRelu(0.02), stride 2
2 x FC 10 4 x 4 upconv, #channels Sigmoid, stride 2

SD: Color-dSprites - TD: Shapes3D

Figure 10: Some reconstructions generated from the fine-tuned models of different Source (SD)
Target (TD) couples.

Figure 11: (Left) Reconstruction of samples of Coil100 of a fine-tuned model trained originally on
Color-dSprites, same as in Fig. (Right) Reconstruction of samples of Coill100 of a model trained
from scratch on it.

C.3 Transfer reconstruction

Some reconstructions, generated by the VAE models after they are fine-tuned, are depicted in Fig.
The quality of the reconstruction is good even if the encoding is obtained by training the model
first on a completely different source dataset and then fine-tuning the model for a few iterations.

Fig. [IT](Right) shows the reconstruction of the same samples of Coil100-Augmented from the model
trained from scratch on it. Comparing the latter with the reconstructions of Fig. [[T(Left) it can be
observed that the quality is comparable (with some exceptions), and so with the fine-tuned models,
we are not losing much information from the data.
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Table 9: Transfer from Shapes3D (Source) to Isaac3D (Target). Average classification accuracy over
the 20 models of the GBT classifier, before and after fine-tuning (see Table @

Mean accuracy on FoVs(%)

Object shape Object scale Camera height X-movement Y-movement Light intensity Light y-direction Object color Wall color
3)

Pruned All

@ ) 5) @ 6) @) (O]
X 34.9 54.0 39.2 339 23.0 83.6 85.4 29.8 78.1 513
(+5.1) (+34.6) (+17.4) (+29.6) (+4.3) (+14.0) +12.7) (+13.9) +189) | (+16.7)
33.8 40.1 335 24.7 21.6 69.4 67.5 27.0 61.5 42.1
(+3.6) (+24.1) (+11.1) (+15.3) (+2.7) (+17.3) (+14.4) (+7.3) +16.6) | (+12.5)

Table 10: Transfer from Shapes3D (Source) to Isaac3D (Target). The Compactness and Modularity
scores of the same models of Table[9]

Modularity(%) Compactness(%)

Our Our
Pruned (0S) DCI (MES) MIG
X 251 63 212 22

(+9.7)  (+16.1) (+10.2)  (+5.9)

C.4 Transfer protocol

Each GBT and MLP classifiers are trained on the latent representation r extracted from the Encoder
of the Ada-GVAE models so that the train split comprises 10000 samples and the test split is of 5000
samples.

With unsupervised fine-tuning on the Target dataset, it means that the model is trained as a simple
VAE [30].

C.5 GBT & MLP performance distribution

In this section, we report the performance distribution of the GBT classifiers on the target FoV (see
Fig.[12), the figures on the left depict the performances on the representation before fine-tuning and
on the right are depicted the results after the fine-tuning of the representation. Fig. [I3]shows the
performance distribution of the MLP classifiers on the target FoV, the figures on the left depict the
performances on the representation before fine-tuning and on the right depict the results after the
fine-tuning of the representation.

C.6 Transfer from Shapes3D to Isaac3D

In this section, we report the results of the transfer from Shapes3D to Isaac3D, see Table E]for the
Explicitness and Table|10|for Modularity and Compactness.

We observe that the transfer is overall effective according to all the disentanglement scores even
though the Target dataset is much more complex than the Source. If we compare the results of the
transfer from Shapes3D to other real datasets such as Coil100 (Table d) and RGBD-Objects (Table
[3), we notice that in the case of Isaac3D the boost of finetuning is more noticeable.

This suggests that, if source and target have common FoVs with similar appearance we can obtain
reasonable performances on a real Target dataset even if the source synthetic dataset is much simpler.

C.7 MLPs performances

In this section, we report the performances of the MLP classifiers on the FoVs, for the sake of
comparison we report the scores of the disentanglement metrics on the representation input.

We associate the tables regarding the same Target dataset: Table[IT|corresponds to the same representa-
tions of Table2)in the main document; Table[T2]to Table[3} Table[13]to Table[d]and Table[14]to Table[3}

Overall we can observe higher performances obtained with MLP, especially on the classifiers trained
on the entire representation. This happens because MLP can easily disentangle an entangled represen-
tation by observing different dimensions at a time while GBTs partition the input space into regions
aligned with the axes, making it harder to observe multiple dimensions at a time and so the FoVs.
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Figure 12: Some examples of the performance distribution of the GBT classifiers before (Left) and
after (Right) fine-tuning of different Source (SD) Target (TD) couples.
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Figure 13: Some examples of the performance distribution of the MLP classifiers before (Left) and
after (Right) fine-tuning of different Source (SD) Target (TD) couples.
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Table 11: Target dataset: dSprites and variant. The averaged performances of the MLP classifiers and
disentanglement metrics, together with the average improvement with the finetuning (in brackets).

Mean Accuracy on FoVs(%) M ity(%) C %)
Color Shape  Scale Orientation  PosX PosY Our Our
SD TD Pruned ) 3) ©) (40) 32 32 All ‘ (08) DCI (MES) MIG
X 64.1 443 8.7 20.1 19.4 31.3
N-dSprites (+33.2) (+45.9) (+33.7) (+54.0) (+54.0) | (+44.2) 31.8 220 3.1 13.9
50.9 429 4.1 15.4 15.9 25.8 (+63)  (+4.0) (+#3.9)  (+6.9)
dSprites (+143) (+223)  (+8.8) (21.7)  (+26.7) | (+20.0)
X 39.3 99.4 96.3 67.6 852 83.6 78.6
C-dSprites (+45.0) (+0.2) (+2.1 (+5.9) (-1.9) (-2.5) (+8.1) 61.0 429 723 34,0
) 19.3 743 78.2 21.1 738 734 56.7 (+1.6) (+10.4) (+3.5)  (+0.3)
(+13.1)  (+5.6)  (+64) (+3.1) (-1.8) (-1.6) | (+4.1)
X 322 41.0 289 3.1 10.5 1.1 21.1
C-dSprites  N-C-dSprites (+67.7) (+29.4) (+24.6) (+6.4) (+42.1)  (+41.0) | (+35.2) 28.9 54 29,0 1.8
29.9 39.4 258 2.7 6.8 6.0 18.4 (+0.3)  (+2.2) (-1.9) (+1.0)
(+554)  (+5.3)  (+12.9) (+0.7) (+12.4))  (+12.6) | (+16.6)

Table 12: Target dataset: Shapes3D. The averaged performances of the MLP classifiers and disentan-
glement metrics, together with the average improvement with the finetuning (in brackets).

Mean Accuracy on FoVs(%) Modularity(%) Compactness(%)
Floor Hue Wall Hue Object Hue Scale  Shape Orientation Our Our
SD TD Pruned (10) (10) (10) ®) ) (15) All ‘ (0S) DCI (MES) MIG
84.7 86.8 573 334 67.5 51.1 63.4
dSprites o (+15.3) (+13.2) (+40.3) (+55.8) (+27.9) (+44.9) (+32.9) 26.9 9.6 239 53
64.1 61.3 319 23.1 452 27.0 42.1 +0.6)  (+9.0) (+1.1) (-0.4)
(+14.6) (+18.4) (+33.1) (+16.7)  (+23.4) (+13.4) (+19.9)
— Shapes3D 88.1 874 623 395 677 560 669
C-dSprites (+11.9) (+12.6) (+37.5) (+56.6) (+31.6) (+42.3) (+32.1) 30.6 13.7 282 8.4
P 63.2 559 337 275 472 33.6 435 (+0.8)  (+7.4) (+2.1) (-1.4)
(+8.3) (+16.6) (+27.8) (+14.6)  (+27.7) (+12.0) (+17.8)

This aligns with what is observed in [41} [11]. Given this, it is preferable to observe the performances
of the GBT because they can give a clearer about the disentanglement properties of the representation.

C.8 GBT & MLP performances standard deviation

In this section, we report the standard deviation of performances of the GBT and MLP classifiers
on the FoVs, for the sake of comparison we also report the standard deviation of scores of the
disentanglement metrics on the representation input.

MLP classifiers: Table (19| corresponds to the same representations of Table|11|in the Appendix;
Table 20] to Table [12} Table 21]to Table [13]and Table 22] to Table [T4]

GBT classifiers: Table[I5]corresponds to the same representations of Table[2]in the Appendix; Table
[T6]to Table[3} Table[I7]to Table ] and Table [I8]to Table [5}

Note that the metrics scores in the MLPs and GBTSs tables are the same because we refer to the same
representations. In general, we can observe the models without fine-tuning have a small standard
deviation, while fine-tuned models perform with higher variation.

Table 13: Target dataset: Coil100-augmented and variants. The averaged performances of the MLP
classifiers and disentanglement metrics, together with the average improvement with the finetuning
(in brackets).

Mean Accuracy on FoVs(%) Modularity(%) Compactness(%)

SD ™D Pruned‘ ?}’gﬁ;‘ 1(’;’25)“ O'ie(‘l‘g;‘i““ S(c,;‘)'e All ‘ (‘())‘é’) pCI (ﬁgrs) MIG

dSprites (%:’:.l) X 2122(:;56)7) 213?815; 515965(?1530;) ‘gtz((*j{f)) 115602(:11513)) 378 (+42.6) 114(+27) 257 (+2.1) 5.1(+18)
C-dSprites X 4;.)2(:(&);1)} iz E:gi; “162‘2(;22?3) 4;?2(:_?;;) 3;‘;;35:; 339(43.0) 104 (+18)  27.2(+0.0) 4.1(+2.2)
o> o X [0 LTGLD T 6000 | S GED [ e 760w
TR R B B e s e
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Table 14: Target dataset: RGBD-Objects and variants. The averaged performances of the MLP
classifiers and disentanglement metrics, together with the average improvement with the finetuning

(in brackets).

Mean Accuracy on FoVs(%) Modularity(%) Compactness(%)

SD D Pruned ‘ Ca(t;f;n'y Elev:l‘:;lti(m (l;%s;) ‘ All ‘ ((())“Sr) DCI (h(/i]l::g) MIG
dSprites X 7336‘3 ((+29;)) 96(;36 %55)) 3‘;’ (:%g) 5;;81 (ﬁf)) 343(+0.6) 11.0(+05)  22.1(02) 3.4 (+0.5)
e g S B R SO en aeen
Coil(bin) x fgg :gé; 6527‘§ (:2637)) g:; :gg; 222 232 356(-15) 118(+03)  23.5(2.0) 43 (2.4)
Cdsprics 7| becan 00059 03600 | ey | BTOD 78R3 27015 1804
Col RGBD 9451'; <(+lzg)) ?277 (:1261)) g:i E:gg; 63]]'2 ((+(1§)) 35.0(+0.0) 42(+0.6)  23.5(:03) 2.0(-L1)
Coil(bin) X ZZ:Z} :T g §g§ E:?T; gz :8?2 2?? :ég; 353(05) 5.1(02)  242(¢12) 13(-02)

Table 15: Target dataset: dSprites and variant. The standard deviation of the performances of the GBT
classifiers and disentanglement metrics, together with the standard deviation of the performances
with the finetuning (in brackets).

Standard deviation Accuracy on FoVs(%) Modularity(%) Compactness(%)
Color Shape Scale Orientation PosX PosY Our Our
Sp T Pruned ‘ D e © 0) @ @ | ©os P oms M6
X 0.02 0.02 0.01 0.01 0.02
N-dSprites (8.29)  (6.00) (5.55) (6.65)  (71.73) 0.01 0.01 0.01 0.01
0.06 0.02 0.01 0.01 0.01 (3.43)  (1.23) (2.99) (6.29)
dSprites (8.65) (6.98) (4.67) (12.33) (13.49)
X 0.05 0.02 0.04 0.06 0.01 0.01
C-dSprites 944) (1.31) (1.89) (3.02) (1.52) (1.68) 0.01 0.01 0.02 0.01
0.03 0.05 0.05 0.04 0.01 0.01 0.67) (1.93) (1.02) (2.99)
(19.28) (3.54) (2.85) (5.67) (0.93)  (1.40)
X 0.03 0.01 0.02 0.00 0.01 0.02
. . (0.78)  (1.53) (1.53) (0.33) (1.72) (141 0.01 0.01 0.01 0.01
C-dSprites  N-C-dSprit : g g g
prites prites 003 001 001 0.00 001 002 (209 (2.99) Q44)  (2.00)
(7.33)  (1.18) (3.99) (0.31) (2.60) (2.15)

D Experiments Compute Resources

All the experiments have been executed with an NVIDIA Quadro RTX 6000. On average, the
training and evaluation of a single Source model take 5 hours. Each fine-tuning and final evaluation
takes 1.5 hours. Overall, the whole bunch of transfer experiments and our metric assessment take
approximately 1100 hours.

Table 16: Target dataset: Shapes3D. The standard deviation of the performances of the GBT
classifiers and disentanglement metrics, together with the standard deviation of the performances
with the finetuning (in brackets).

Standard deviation Accuracy on FoVs(%) Modularity(%) Compactness(%)
Floor Hue Wall Hue Object Hue Scale Shape Orientation Our Our
SD D Pruned ‘ 10) (10) (10) @) ) (15) (0S) DCI (MES) MIG
X 0.05 0.05 0.05 0.02 0.05 0.06
dSprites (2.77) (3.08) 9.73) (6.58) (13.89)) (6.59) 0.02 0.01 0.02 0.01
prite: 0.06 0.06 0.04 0.02 0.04 0.04 (5.60)  (4.93) 452) (213
) (10.43) (11.44) (6.40) 5.57)  (11.17) 6.71)
Shapes3D — 0.09 0.07 0.06 003 004 0.04
CdSprites (8.43) (11.10) 9.17) (5.53)  (10.63) (7.35) 002 002 0.02 0.01
P 0.09 0.07 0.06 0.03 0.04 0.04 (3.82)  (4.57) (382 (272
(8.43) (11.10) 9.17) (5.53)  (10.63) (7.35)
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Table 17: Target dataset: Coil100-augmented and variants. The standard deviation of the performances
of the GBT classifiers and disentanglement metrics, together with the standard deviation of the
performances with the finetuning (in brackets).

Standard deviation Accuracy on FoVs(%) Modularity(%) Compactness(%)

SO TD Pruned ?}’ggﬁt l();’zsf Ori‘}'l‘g‘i"“ S(C;‘)le ((())“Sr) DCI (1\(,}::‘5) MIG
dSprites (%?rlll) X 88(1) ESZ?; ggg Eg?g; 88; Eggz; ggi 2??2; 0.00 (0.67)  0.00 (0.51) 0.00 (0.48) 0.00 (0.51)
Casprcs X[ 00BN 0000 00 OO | ) o003y om oy om s
Shapes3D  Coil X 88? g;i; ggg Eg:i; 881 E;gg; gg: 2;:2; 0.01 (1.35) 0.01 (1.41) 0.01 (1.07) 0.01 (1.19)
Coil(bin) X 83? gﬁi; ggg Egig; 832 E;::; gg; gz?; 0.01 (1.62) 0.02 (1.52) 0.01 (1.17)  0.01 (1.03)

Table 18: Target dataset: RGBD-Objects and variants. The standard deviation of the performances
of the GBT classifiers and disentanglement metrics, together with the standard deviation of the
performances with the finetuning (in brackets).

Standard deviation Accuracy on FoVs(%) Modularity(%) Compactness(%)

SD TD  Pruned C“(‘gf;’ry Elev?;;‘ﬁm (1;‘;5;) (%“S') DCI (1\235) MIG
dSprites X gg; E;ZZ; ggi 2222 ggg Egi(l); 0.01 (0.47) 0.02 (4.03) 0.01 (0.54) 0.01 (2.47)
Shapes3D 2?;}?) X gg? E((:(g)gi 88421 ?5)2(9); ggg Egé;; 0.01 (0.54) 0.02 (4.03) 0.01 (0.54) 0.01 (2.47)
Coil(bin) X 8?1 Szgg; gﬁ H?iz; ?)gg 28(1)(8); 0.01 (0.53) 0.05 (5.73) 0.01 (0.57) 0.02 (1.31)
r— P IT079 00 @ 0WOID 0 o oo 0010w
Coil RGBD X 000(11 ((1017172)) gg; E;gg ggg Egi 1; 0.00 (0.36) 0.01 (2.92) 0.01 (0.67) 0.01 (0.62)

L 0.02 (0.70 0.01 (0.83 0.00 (0.11

Coil(bin) X 0.10 ((1 2‘38)) 0.03 E3-76; 0.00 20.08; 0.00 (0.42)  0.03 (2.43) 0.01 (0.90)  0.00 (0.64)

E Future directions

We briefly summarise the future direction of our work.

On the data set side, we only considered the synthetic datasets applicable to a wider number of tasks,
other synthetic datasets exist but either they are limited in the number of FoV or very specific to a
task. We limited our analysis to two real datasets, plus their simplified variants, to tackle a broad but
limited number of challenges. We will extend our analysis to more complex real datasets with an
increasing number of known and unknown factors, but this requires we also design more complex
synthetic datasets able to tackle these complications. For the methods, we will explore the effect of
the dimensions of the latent space and different kinds of supervision for training the Source model, as
well as including (partial) supervision on the fine-tuning. On the applications side, we will analyse

Table 19: Target dataset: dSprites and variant. The standard deviation of the performances of the MLP
classifiers and disentanglement metrics, together with the standard deviation of the performances
with the finetuning (in brackets).

STD Accuracy on FoVs(%) Modularity(%) Compactness(%)
Color Shape  Scale Orientation PosX PosY Our Our
SD TD Pruned ‘ I 3) ©) (40) (32) 32) (0S) DCI (MES) MIG
x 0.02 0.03 0.01 0.01 0.02
N-dSprites (1.36)  (3.41) (7.36) (4.13)  (5.05) 0.01 0.01 0.01 0.01
0.06 0.03 0.01 0.02 0.01 (3.43)  (7.23) (299)  (6.29)
dSprites (10.38) (12.67) (7.66) (13.12)  (14.77)
X 0.08 0.00 0.01 0.06 0.05 0.03
C-dSprites (5.14) 0.27) (0.60) (3.49) (5.27) 4.01) 0.01 0.01 0.02 0.01
0.02 0.06 0.06 0.04 0.02 0.02 0.67) (1.93) (1.02)  (2.99)
21.72)  (3.62) (3.1 (7.10) (1.54)  (1.54)
X 0.04 0.01 0.01 0.00 0.01 0.02
C-dSprites  N-C-dSprites (0.08) (2.34) (1.84) (0.82) (1.53)  (1.18) 0.01 0.01 0.01 0.01
0.03 0.01 0.01 0.00 0.02 0.02 (2.09)  (2.99) (2.44)  (2.00)
(7.100  (2.13) (427 (0.40) (5.12)  (4.01)
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Table 20: Target dataset: Shapes3D. The standard deviation of the performances of the MLP
classifiers and disentanglement metrics, together with the standard deviation of the performances
with the finetuning (in brackets).

STD Accuracy on FoVs(%) Modularity(%) Compactness(%)
Floor Hue Wall Hue Object Hue Scale Shape Orientation Our Our
SD TD Pruned ‘ 10) (10) (10) ®) @) s) (0S) DCI (MES) MIG
X 0.06 0.04 0.07 0.02 0.04 0.06
dSprites (0.03) (0.02) (5.80) (13.47)  (6.77) (4.87) 0.02 0.01 0.02 0.01
prtes 0.05 0.07 0.05 0.03 0.04 0.05 (5.60)  (4.93) (452 (2.13)
) (7.33) 9.73) (1226)  (12.59)  (13.96) (14.91)
Shapes3D 0.05 0.04 0.06 006 004 0.05
CodSprites (0.00) (0.00) (0.02) (3.56)  (0.78) (1.46) 0.02  0.02 0.02 0.01
prifes 0.09 0.08 0.08 0.02 0.05 0.04 (3.82)  (4.57) (3.82) (272
(9.44) (12.63) (12.60)  (10.19) (11.03) (12.73)

Table 21: Target dataset: Coil100-augmented and variants. The standard deviation of the performances
of the MLP classifiers and disentanglement metrics, together with the standard deviation of the
performances with the finetuning (in brackets).

STD Accuracy on FoVs(%) Modularity(%) Compactness(%)

SD TD  Pruned (2;)(‘;8? l(’;)zs)e Orif;lllg;tion S(c;l)le ((())usr) DCI ( 1\(,)[::; ) MIG
dSprites (%(1);1]) X 88? Egig; ggg Eg?g; 831 Eggg; gg? E(l)z‘l‘; 0.00 (0.67)  0.00 (0.51) 0.00 (0.48) 0.00 (0.51)
— X ORO90 T OW O 0006 02D |04y pmsy 0wy 0w
Shapes3D  Coil X gg? Egﬁ;; ggg Eg?g; 881 E(S)ZZ; gg? gii; 0.01 (1.35) 0.01 (1.41) 0.01 (1.07) 0.01 (1.19)
Coil(bin) X ggg Eégé; ggg Eg;ﬁ ggz 222 gg; Ei?ﬁ; 0.01(1.62) 0.02(1.52) 26.1(-2.4) 0.01 (1.03)

the effect of transferring from different priors (e.g. video sequences, expert knowledge in biological
data) and investigate if transferring a disentangled representation will help to increase the level of
interpretability of the target representation.

Table 22: Target dataset: RGBD-Objects and variants. The standard deviation of the performances
of the MLP classifiers and disentanglement metrics, together with the standard deviation of the
performances with the finetuning (in brackets).

STD Accuracy on FoVs(%) Modularity(%) Compactness(%)

SD TD  Pruned Ca(‘gf;’ry Elev?;j‘ﬁ"“ (1;?;) ((())“Sr) pCI (lggrs) MIG
dSprites x gig; E;gg 8:8; E(s)iz; g:gg Eg:%i 001 (047) 002(403)  001(054) 0.01(2.47)
Shapes3D (IZS;}?) x gg; 222 83; giz; 888 ES(I)Z); 001 (0.54) 0.02(403)  0.01(0.54) 001247
Coil(bin) x 8:?2 ggzg gg Ei;zgi gzgg Eggg 001(053) 005(573)  001(057) 0.02(L31)
C-dSprites x (3 &?81((103"5:5)) 882 E:’Z; 888 Eggg; 000(039) 0.02(239)  001(0.77) 0.01(0.85)
col  RGBD (;), '0(11 ((1()2"3109)) 8:8; ?5)247&; 8:88 Eg:g;; 000(036) 001(292)  001(0.67) 0.01(0.62)
Coil(bin) x (;), '1011 ((1%'332;) 8:82 52;2; 8:88 Eg:g;; 000(0.42) 0.03(243)  001(0.90) 0.00 (0.64)
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The claimed constributions is a metric described in Sec. [2]and a disentangled
representation trasferring methodology defined and experimentally assessed in Sec. 3.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: In Sec. [3.3]and in Sec. [ (Limitations), we discuss the potential and the
limitations of the methodology.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]
Justification: We do not provide theoretical results.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: In Section[3.3]and in Appendix [C]we provide all the information to reproduce
the experiments.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We provide the code as supplementary material, while the datasets we used are
all publicly available.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: In Sections [3.3]and Section[2]and in Appendix [C|we provide all the details to
understand the experiments.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: While we report in the main document the Tables of the averaged measure-
ments, we report in Tables of the same structure the standard deviation of our transfer
experiments in Appendix [C.8]

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: In Appendix [D]we are reporting an approximation of the time execution and
GPU hardware.

Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We read the NeurIPS Code of Ethics and the paper conforms with it (we do not
involve human subjects or participants, we used already existing datasets respecting their
terms of usage, etc.).

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: There is no social impact.

Guidelines:
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» The answer NA means that there is no societal impact of the work performed.

o If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

 The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: There is no risk of misuse because our work does not include generating tasks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The exploitation of already existing models have been properly cited with the
original authors.

Guidelines:
* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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13.

14.

15.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We provide the code with instructions about the usage, reproducibility of
experiments and license.

Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The work does not include experiments with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The work does not include experiments with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

37



	Introduction
	Evaluating the quality of disentanglement
	Background
	Our metric: OMES
	OMES assessment

	Transferring disentangled representations
	Our methodology and research questions
	Datasets
	Experimental analysis

	Limitations
	Conclusions
	Evaluating the quality of disentanglement
	OMES assessment
	OMES interpretation
	Agreement of OMES with other disentanglement metrics
	Agreeement with performance metrics

	Transfer experiment
	Datasets
	Architecture
	Transfer reconstruction
	Transfer protocol
	GBT & MLP performance distribution
	Transfer from Shapes3D to Isaac3D
	MLPs performances
	GBT & MLP performances standard deviation

	Experiments Compute Resources
	Future directions

