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Abstract

With the development and widespread ap-001
plication of large language models (LLMs),002
the new paradigm of “Model as Product” is003
rapidly evolving, and demands higher capa-004
bilities to address complex user needs, often005
requiring precise workflow execution which in-006
volves the accurate understanding of multiple007
tasks. However, existing benchmarks focusing008
on single-task environments with limited con-009
straints lack the complexity required to fully010
reflect real-world scenarios. To bridge this gap,011
we present the Extremely Complex Instruction012
Following Benchmark (EIFBENCH), meticu-013
lously crafted to facilitate a more realistic and014
robust evaluation of LLMs. EIFBENCH not015
only includes multi-task scenarios that enable016
comprehensive assessment across diverse task017
types concurrently, but also integrates a variety018
of constraints, replicating complex operational019
environments. Furthermore, we propose the020
Segment Policy Optimization (SegPO) algo-021
rithm to enhance the LLM’s ability to accu-022
rately fulfill multi-task workflow. Evaluations023
on EIFBENCH have unveiled considerable per-024
formance discrepancies in existing LLMs when025
challenged with these extremely complex in-026
structions. This finding underscores the neces-027
sity for ongoing optimization to navigate the in-028
tricate challenges posed by LLM applications.029

1 Introduction030

The advent of large language models (LLMs) has031

transformed real-world applications by improving032

models’ ability to comprehend a diverse range033

of human instructions, from simple conversations034

to complex problem solving (Sanh et al., 2022;035

Dubois et al., 2023). Thus, instructions have be-036

come central to effective human-machine interac-037

tion in this new landscape (Zhong et al., 2021;038

Mishra et al., 2022; Gao et al., 2024), especially039

the paradigm of “Model as Product” has deeply040

entered the collective consciousness where LLM041
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Figure 1: Existing benchmarks, represented on the left,
either focus on completing a single instruction or han-
dling multiple instructions with only one constraint each.
In contrast, EIFBENCH presents a multi-instruction,
multi-constraint benchmark, designed to more closely
align with real-world complexities and demands.

agents need to accurately complete a series of tasks 042

to meet user demands (Xiong et al., 2025; Hu et al., 043

2024; Alakuijala et al., 2025). However, as user de- 044

mands grow more sophisticated, traditional bench- 045

marks (Zhong et al., 2024; Chia et al., 2023), which 046

focus on specific tasks, are insufficient to evalu- 047

ate models’ comprehensive ability to handle multi- 048

faceted instructions. This shortfall underscores the 049

need for innovative evaluation frameworks capable 050

of accurately assessing how models understand and 051

execute complex instructions (Zhou et al., 2023; 052

Wang et al., 2023; Xu et al., 2024). 053

To evaluate the instruction following abilities 054

of LLMs, several benchmarks (Zhou et al., 2023; 055

Qin et al., 2024; Li et al., 2024) have been pro- 056

posed, which can be categorized into three main 057

types as shown in Fig. 1: (1) Single-Instruction 058

Single-Constraint benchmarks, such as IFEval 059

(Zhou et al., 2023) and INFOBENCH (Qin et al., 060

2024), focus on tasks governed by a single con- 061

straint, providing insights into basic instruction 062

following abilities. (2) Single-Instruction Multi- 063

Constraint benchmarks, like CFBench (He et al., 064

2024b), evaluate how models handle a single in- 065

struction with multiple constraints across content, 066

numerical, and other dimensions simultaneously. 067
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(3) Multi-Instruction Single-Constraint scenar-068

ios, such as those explored by SIFo (Chen et al.,069

2024), test models’ adherence to sequences of070

instructions, assessing their adaptability and ver-071

satility while maintaining focus on a single con-072

straint. Nonetheless, research still lacks in address-073

ing multi-instruction multi-constraint scenarios,074

which more accurately reflect real-world complexi-075

ties, especially in the era of LLMs serving as agents076

with workflow execution involving multiple tasks.077

Multi-instruction multi-constraint (MIMC) sce-078

narios are ubiquitous in real-world applications,079

such as workflow automation (Zhang et al., 2022;080

Taylor et al., 2023) and healthcare scheduling081

(Bakhshandeh and Al-e-hashem, 2024; Li et al.,082

2021). For example, in cloud-based workflow au-083

tomation, orchestrating computational tasks such084

as data preprocessing, model inference, and report085

generation requires balancing resource allocation,086

execution time, and task dependencies (Xiong et al.,087

2016). However, existing LLMs struggle with such088

complexity, with performance dropping by over089

30% with over 5 constraints (He et al., 2024b).090

Bridging this gap necessitates benchmarks that mir-091

ror real-world MIMC dynamics, integrating both092

task interdependence and constraint scalability to093

foster robust and adaptable LLMs.094

In response to these challenges, we introduce095

the Extremely Complex Instruction Following096

Benchmark (EIFBENCH), specifically designed to097

address the shortcomings of current benchmarks by098

providing a comprehensive framework that mirrors099

the complexities of real-world task environments.100

As shown in Fig. 1, EIFBENCH is unique in its101

inclusion of multi-task scenarios, drawn from di-102

verse sources and integrated with multifaceted con-103

straints1. This design allows for an in-depth assess-104

ment of a model’s ability to manage complex de-105

mands. In addition, we introduce the Segment Pol-106

icy Optimization (SegPO) algorithm, which fea-107

tures advantage estimation for outputs correspond-108

ing to each instruction within multi-instruction in-109

puts. The main contributions of this paper are sum-110

marized as follows:111

• We first develop the extremely complex in-112

struction following benchmark (EIFBENCH),113

simulating real-world applications with multi-114

ple instructions and constraints.115

• We propose the segment policy optimization116

1In this work, plain text datasets refer to non-
conversational plain text datasets.

8.8%

13.1%

23.7%

13.2%

14.5%

4.7%
19.2%

2.7%

Task Types
Classification
Information Extraction
Text Generation
Dialogue System
Reasoning and Logic
Language Style
Evaluation and Verification
Programming-Related

Figure 2: Task type distribution in EIFBENCH.

(SegPO) algorithm by calculating the advan- 117

tages separately for each output that responds 118

to the corresponding instruction within the in- 119

put, encouraging more nuanced feedback in 120

following multiple instructions. 121

• We conduct a detailed analysis of 17 LLMs, 122

encompassing both open-source and closed- 123

source models, uncovering their limitations in 124

processing complex instructions and pinpoint- 125

ing areas for enhancement to better adapt to 126

real-world complex scenarios. The SegPO 127

algorithm demonstrates significant improve- 128

ments, achieving increases of 14.85% com- 129

pared to the base LLM and 3.40% compared 130

to GRPO models on EIFBENCH, respectively. 131

2 EIFBENCH 132

2.1 Task and Constraint Taxonomy 133

To thoroughly assess the capability of large lan- 134

guage models (LLMs) in adhering to complex in- 135

structions, we introduce an exceptionally challeng- 136

ing instruction following benchmark. Specifically, 137

we categorize both tasks and constraints to structure 138

the evaluation. For tasks, we identify and compile 139

8 types of tasks based on traditional NLP tasks. 140

Regarding constraints, we establish a two-level hi- 141

erarchical taxonomy for the organization. 142

2.1.1 Task Categories 143

In line with instruction following existing works 144

(Zhang et al., 2024a; Li et al., 2024), we categorize 145

the tasks in EIFBENCH into eight primary types. 2 146

These categories provide a comprehensive frame- 147

work for systematically evaluating model perfor- 148

mance across diverse task settings. The distribution 149

of these task categories is shown in Fig. 2. 150

Classification involves sentiment analysis, text and 151

toxic content classification, empathy detection, and 152

2In this work, following an instruction refers to completing
one specific task and producing the corresponding response.
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Benchmark Multi-Constraint Multi-Instruction Multi-Type Average Constraint Average Instruction

CIF-Bench (Li et al., 2024) ✗ ✗ ✗ 1.00 1.00
FollowBench (Jiang et al., 2024) ✓ ✗ ✗ 3.00 1.00
ComplexBench (Wen et al., 2024) ✓ ✗ ✗ 4.19 1.00
CFBench (He et al., 2024b) ✓ ✗ ✗ 4.24 1.00
SIFo (Chen et al., 2024) ✗ ✓ ✗ 1.00 4.17
EIFBENCH (Ours) ✓ ✓ ✓ 74.01 8.24

Table 1: EIFBENCH encompasses multi-instruction multi-constraint samples across multiple data types. “Multi-
type” refers to the inclusion of data from various formats, such as plain text, dialogue, and multi-party dialogue,
highlighting diverse communication styles and structures.

social norm judgment.153

Information Extraction focuses on extracting key154

information such as named entity recognition, key-155

word annotation, and entity relationships.156

Text Generation tasks cover creative and practical157

outputs, including story generation, text expansion,158

and headline content generation.159

Dialogue System tasks are designed for develop-160

ing interactive agents through dialogue generation,161

intent recognition, and state information tracking.162

Reasoning and Logic tasks require logical infer-163

ence and critical thinking, including commonsense164

and multi-hop reasoning question answering.165

Language Style tasks involve style manipulation166

and analysis, such as style transfer, sarcasm detec-167

tion, and dialect variation recognition.168

Evaluation and Verification tasks concentrate on169

verifying information and assessing text quality,170

including fact consistency verification.171

Programming-Related tasks evaluate program-172

ming understanding through code generation, de-173

bugging, and explanation capabilities.174

In addition, tasks are structured into distinct175

modes: parallel for simultaneous dimension consid-176

eration, serial for chain dependencies, conditional177

for adaptability to varying conditions, and nested178

for hierarchical structures. These categories pro-179

vide a systematic evaluation of model capabilities180

in the benchmark.181

2.1.2 Constraint Categories182

Following established research on instruction fol-183

lowing (Zhang et al., 2024b), we have developed a184

comprehensive constraint system for EIFBENCH.185

This system categorizes constraints into four pri-186

mary types: Content Constraints, Situation Con-187

straints, Style Constraints, and Format Constraints.188

These categories provide a structured framework to189

systematically evaluate the capabilities of language190

models across a wide range of instructional scenar-191

ios. The distribution is shown in Fig. 3. Detailed192
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Figure 3: Constraint type distribution in EIFBENCH.

descriptions of the specific constraint dimensions 193

within each category are provided in Appendix A. 194

Content Constraints. These ensure the text fol- 195

lows specific thematic topics, inclusion/exclusion 196

criteria, values, tone, style, privacy considerations, 197

and numerical precision. 198

Situation Constraints. These emphasize contex- 199

tual elements like audience specifications, precon- 200

ditions, and incorporate various knowledge and 201

background information formats. 202

Style Constraints. These govern tone, emotion, 203

style, and multilingual features to suit the required 204

stylistic and emotional text aspects. 205

Format Constraints. These ensure adherence to 206

essential structural requirements such as output 207

formats, text patterns, grammar, accurate sentence 208

structure, and hierarchical organization. 209

2.2 Construction Workflow 210

The overall construction process includes several 211

key stages: 1) Taxonomy of Constraints and Tasks, 212

2) Multi-scenario Data Collection, 3) Task Expan- 213

sion, 4) Constraint Expansion, 5) Quality Control, 214

and 6) Response Generation & Evaluation. 215

1) Taxonomy of Constraints and Tasks. We 216

establish two taxonomies for constraints and tasks, 217

as presented in Section 2. 218

2) Multi-scenario Data Collection. Our col- 219

lection process involves three types of datasets: 220

plain text, dyadic dialogue, and multi-party dia- 221
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Figure 4: Pipeline for constructing the benchmark.

logue. Plain text samples are drawn from existing222

works (Wen et al., 2024; Li et al., 2024). For dyadic223

dialogues, we gather real-life interactions, undergo224

cleaning and noise reduction, and use large lan-225

guage models (LLMs) to condense conversations226

while preserving key information. Multi-party di-227

alogue data is synthesized with LLMs, crafting228

diverse scenarios and participant numbers. Specific229

prompts guide LLMs to produce varied and rep-230

resentative dialogue content, enhancing the depth231

and applicability of the dataset.232

3) Task Expansion. Tasks are expanded into233

series in the plain text scenario (see Section 2.1.1).234

Using LLMs, we develop complex task sets with235

dependencies and parallelism. We also conduct236

rigorous quality assessments, removing redundant,237

infeasible, and contradictory tasks, thus ensuring238

the quality and consistency of the generated data.239

In dyadic and multi-party dialogue scenarios, we240

directly generate multiple new tasks, ensuring each241

reflects the complexity of real-world interactions.242

4) Constraint Expansion. In the constraint ex-243

pansion process, we refine simple instructions us-244

ing a predefined taxonomy (see Section 2.1.2). Uti-245

lizing LLMs, complexity is incrementally added,246

ensuring tasks encompass a broad spectrum of re-247

quirements and constraints. This iterative review248

targets and clarifies ambiguous semantics to ensure249

constraints are objectively evaluated and quanti-250

fied. This method not only adds complexity and251

challenge but also enhances the realism and com-252

prehensiveness of the data generated.253

5) Quality Assessment. Our quality assessment254

covers instruction-level and constraint-level val-255

idation. For instruction-level validation, we en-256

sure logical consistency and feasibility for LLMs,257

removing contradictory, redundant, or infeasible258

tasks while maintaining a diverse, moderate diffi-259

culty task set of 6 to 12 instructions. In constraint-260

level validation, constraints are iteratively refined261

Category #N Min. Max. Avg.

Plain Text 450 41 107 73.27
Dyadic Dialogue 450 47 107 73.38
Multi-party Dialogue 100 63 116 80.26

Table 2: Statistics of EIFBENCH. #N denotes data in-
stances; Min., Max., and Avg. mean the minimum,
maximum, and average number of constraints per in-
stance.

Figure 5: Distributions of total constraints for different
text categories.

using predefined taxonomies, ensuring they are ob- 262

jectively quantified and within model capabilities, 263

addressing any ambiguity or infeasibility. 264

6) Response Generation & Evaluation. First, 265

using the instruction data, we employ various lan- 266

guage models to generate the corresponding out- 267

puts. To verify their compliance, we then prompt 268

large language models to assess each constraint 269

satisfaction for the outputs, generating a binary out- 270

come (0/1) that indicates whether the generated 271

output satisfies the respective constraints. 272

As shown in Table 2, EIFBENCH comprises 273

1,000 instances. Across three subsets, the min- 274

imum, maximum, and average numbers of con- 275

straints per instance are reported. Fig. 5 and Table 276

3 illustrate the distribution of constraint numbers 277

and instruction numbers within EIFBENCH. 278
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Scenario 6 7 8 9 10 11 12

Plain Text 15 76 136 139 76 7 1
Dyadic Dialogue 42 113 152 108 33 2 -
Multi-party Dialogue - 11 47 27 13 1 1

Table 3: Distributions of instructions with different num-
bers of constraints.

2.3 Evaluation Protocol279

We employ GPT-4o (OpenAI, 2023) as the evalu-280

ation model to assess constraint adherence in gen-281

erated responses. Following established practices282

(Wen et al., 2024), the k-th constraint in the j-th283

instruction of i-th instance is given a binary com-284

pliance score Si,j,k ∈ {0, 1}, with 1 signifying full285

compliance and 0 indicating non-compliance.286

Instruction-Level Accuracy (ILA) measures287

the success rate of individual instructions by aver-288

aging compliance across all instructions within a289

single instance. For the i-th instance, mi denotes290

the number of instructions and ci,j is the number of291

constraints in the j-th instruction. We calculate the292

average score for n instances as the final metric.293

ILAi =
1

mi

mi∑
j=1

(
1

ci,j

ci,j∏
k=1

Si,j,k

)
(1)294

ILA =
1

n

n∑
i=1

ILAi (2)295

Constraint-Level Accuracy (CLA) assesses the296

fulfillment of individual constraints, making it cru-297

cial for identifying specific requirement violations.298

CLAi =
1∑mi

j=1 ci,j

mi∑
j=1

ci,j∑
k=1

Si,j,k (3)299

CLA =
1

n

n∑
i=1

CLAi (4)300

These metrics progressively assess compliance301

at different granularities: from strict instruction-302

level compliance (ILA) to fine-grained constraint-303

level analysis (CLA).304

2.4 Quality Control305

To ensure high-quality evaluation data, we306

implement a post-inspection protocol follow-307

ing initial generation. First, we leverage308

Qwen2.5-72B-Instruct to systematically verify309

instruction-clarity alignment, logical consistency310

of constraints, and overall task feasibility, while au-311

tomatically detecting and correcting identifiable312

errors through iterative self-refinement. Subse- 313

quently, three certified annotation specialists per- 314

form manual review to remove redundant con- 315

straints and instructions, revise infeasible tasks, 316

and resolve ambiguous phrasing, ensuring both 317

technical rigor and practical usability. 318

3 Segment Policy Optimization 319

Reasoning LLMs (Reid et al., 2024; Jaech et al., 320

2024) have demonstrated improved performance 321

on complex tasks via structured reasoning. How- 322

ever, models primarily designed for single-task do- 323

mains such as mathematical problem solving and 324

code generation often struggle in settings requir- 325

ing the concurrent execution of multiple instruc- 326

tions. To bridge this gap, we propose segment 327

policy optimization (SegPO), which integrates rea- 328

soning mechanisms and instruction-level evalua- 329

tion into the advantage design, thereby enhancing 330

task alignment and improving both the accuracy 331

and robustness of model outputs. 332

For each query q, SegPO involves sampling a 333

group of outputs {y1, y2, . . . , yG} from the old pol- 334

icy πθold . The policy model is optimized by maxi- 335

mizing the following objective: 336

JSegPO(θ) = Eq∼P (Q),{yi}Gi=1∼πθold
(y|q) 337{

1

G

G∑
i=1

1

|yi|

|yi|∑
t=1

{
min

[
ri,t(θ)(A

o
i,t +Aϕ

i,t), 338

clip
(
ri,t(θ), 1− ϵ, 1 + ϵ

)
(Ao

i,t +Aϕ
i,t)
]

339

− βDKL [πθ||πref ]
}}

(5) 340

where ϵ and β are hyper-parameters, Ao
i,t and Aϕ

i,t 341

are the advantages, ri,t(θ) represents the probabil- 342

ity ratio or importance sampling weight between 343

the new policy πθ and the old policy πθold and 344

DKL [πθ||πref ] denotes the KL divergence between 345

the trained policy and the reference policy. Detailed 346

information is shown in Appendix B. 347

In SegPO, the advantage for the t-th token in 348

the response yi consists of two parts: the global 349

advantage Ao
i,t and the segment advantage Aϕ

i,t. 350

For the global advantage, we use a group of re- 351

wards {ro1, · · · , roG} corresponding to the outputs 352

within each group for computation. For the seg- 353

ment advantage Aϕ
i,t, we select the group of rewards 354

{rϕ
1,Iit

, · · · , rϕ
G,Iit

} for the corresponding Iit -th in- 355

struction in outputs for computation. The process 356
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is as follows:357

Ao
i,t =

roi − mean({ro1, · · · , roG})
std({ro1, · · · , roG})

, (6)358

Aϕ
i,t =

rϕ
i,Iit

− mean({rϕ
1,Iit

, · · · , rϕ
G,Iit

})

std({rϕ
1,Iit

, · · · , rϕ
G,Iit

})
. (7)359

Specifically, we employ both LLM-based and360

rule-based systems to determine the rewards. For361

each response yi to the query q, roi captures ac-362

curacy and format compliance. Our rule-based363

system mandates that reasoning is enclosed be-364

tween ’start_think’ and ’end_think’ tags, and an-365

swers between ’start_answer’ and ’end_answer’.366

The format score, rfi , is one if the format is ad-367

hered to, otherwise zero. We assess ILAi and368

CLAi metrics using state-of-the-art LLMs (i.e.,369

Qwen2.5-72B-Instruct), with scores increased370

if all instructions are correctly executed. Further-371

more, for the t token in the response yi associated372

with the Iit -th instruction, we define the segment373

reward rϕ
i,Iit

as 1 if all the constraints in the Iit -th374

instruction are satisfied, else 0. Details of the train-375

ing template are provided in the Appendix. The376

reward process is summarized as follows:377

roi = ILAi + CLAi +

mi∏
j=1

ci,j∏
k=1

Si,j,k + rfi , (8)378

rϕ
i,Iit

=

c
i,Iit∏
k=1

Si,Iit ,k
. (9)379

4 Experiments380

4.1 Baselines381

We compare the performance of both proprietary382

and open-source LLMs trained on diverse corpora.383

In the proprietary category, we evaluate models384

such as GPT-4o (OpenAI, 2023), GPT-4o-mini385

(OpenAI, 2023), Claude3.5-Sonnet (Anthropic,386

2024b), Claude3.5-Haiku (Anthropic, 2024a) and387

gemini-1.5-Pro (Reid et al., 2024). Among open-388

source models, we assess LLaMA3.1 (Dubey et al.,389

2024), Qwen2 (Yang et al., 2024a), Qwen2.5,390

DeepSeek-R1 (Reid et al., 2024), QwQ-32B (Yang391

et al., 2024b), and Qwen3 (Yang et al., 2025) to392

explore their efficiency.393

4.2 Settings394

For inference, we efficiently process proprietary395

models through their APIs. For open-source mod-396

els, we employ a robust setup consisting of four397

Nvidia A100 GPUs, each equipped with 80GB of 398

VRAM, utilizing the vLLM framework on EIF- 399

BENCH where applicable. This configuration en- 400

ables the completion of all tasks in roughly 30 min- 401

utes. During evaluation, the GPT-4o model serves 402

as the evaluator, with assessment durations ranging 403

from 4 to 10 hours based on task complexity. Our 404

code and dataset are available at the Repository. 405

4.3 Results Analysis 406

4.3.1 How do existing LLMs perform? 407

The EIFBENCH evaluation, detailed in Tables 4, 408

challenges language models by simulating real- 409

world scenarios across three datasets: plain text 410

tasks, dialogue tasks, and multi-party dialogue 411

tasks. These datasets reflect diverse practical appli- 412

cations, with plain text focusing on simple informa- 413

tion processing, dyadic dialogues examining con- 414

versational dynamics, and multi-party dialogues 415

showcasing collaborative discussions. 416

Our evaluation uses two key metrics: Instruction- 417

Level Accuracy (ILA) and Constraint-Level Accu- 418

racy (CLA). Recent studies (Zhang et al., 2024a,b; 419

Li et al., 2024) emphasize CLA, which measures 420

models’ effectiveness in meeting individual con- 421

straints with high accuracy. Yet, ILA reveals chal- 422

lenges, as models often fail to satisfy all constraints 423

of a single instruction, resulting in a low probabil- 424

ity of executing all instructions in an instance. This 425

highlights the need to enhance multi-task capabili- 426

ties for adhering to comprehensive instructions in 427

the challenging contexts of the EIFBENCH dataset. 428

Model performance varies notably across cate- 429

gories, revealing task-type dependencies. In closed- 430

source models, GPT-4o excels in ILA with rel- 431

atively lower CLA. This indicates its capability 432

to focus and complete individual sub-tasks effec- 433

tively, albeit less so on fulfilling comprehensive 434

constraints. In the realm of open-source mod- 435

els, Qwen2.5-72B-Instruct performs exceptionally 436

well, balancing both instruction completion and 437

constraint adherence. Among reasoning models, 438

DeepSeek-R1 demonstrates robust competitive- 439

ness, effectively handling complex reasoning tasks. 440

These findings emphasize the varying strengths of 441

models across different task types and their align- 442

ment with specific task demands. 443

4.3.2 Effectiveness of SegPO 444

We implement the Group Relative Policy Opti- 445

mization (GRPO) (Shao et al., 2024) framework, 446

employing the overall reward ro as the advantage 447
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Model Plain Text Dyadic Dialogue Multi-party Dialogue

ILA ↑ CLA ↑ ILA ↑ CLA ↑ ILA ↑ CLA ↑

Closed-Source LLMs
GPT-4o 0.2480 0.6518 0.2166 0.5631 0.2226 0.5786
Claude-3.5-Sonnet 0.0896 0.3951 0.0919 0.4142 0.0663 0.3865
GPT-4o-mini 0.0826 0.5299 0.0930 0.4892 0.0952 0.6001
Claude-3.5-Haiku 0.0332 0.2214 0.0251 0.1613 0.0142 0.1081
gemini-1.5-Pro 0.1669 0.6705 0.2717 0.7461 0.1972 0.7693

Open-Source LLMs
LLaMA3.1-8B-Instruct 0.0127 0.2918 0.0069 0.1845 0.0024 0.2898
LLaMA3.1-70B-Instruct 0.0222 0.3696 0.0250 0.3297 0.0156 0.3774
Qwen2-7B-Instruct 0.0261 0.3531 0.0269 0.2954 0.0136 0.3666
Qwen2-72B-Instruct 0.0823 0.5924 0.1336 0.6458 0.0878 0.6345
Qwen2.5-7B-Instruct 0.0503 0.5051 0.0742 0.5526 0.0572 0.5878
Qwen2.5-72B-Instruct 0.1983 0.7565 0.2787 0.7657 0.2636 0.8308
QwQ-32B 0.0884 0.4724 0.0909 0.4220 0.0820 0.5439
DeepSeek-R1 0.2219 0.6860 0.3486 0.7906 0.2251 0.7465
Qwen3-32B 0.2050 0.7694 0.2513 0.7799 0.2299 0.8078
Qwen3-32B w/o thinking 0.2073 0.7703 0.2396 0.7794 0.2119 0.7445
Qwen3-235B-A22B 0.1700 0.6712 0.2328 0.7296 0.2120 0.7462
Qwen3-235B-A22B w/o thinking 0.1775 0.6692 0.2252 0.7282 0.2011 0.7444

Table 4: Performance metrics across different task categories: Plain Text, Dyadic Dialogue, and Multi-party
Dialogues. The best and second-best results are highlighted in bold and underlined.

Model Plain Text Dyadic Dialogue Multi-party Dialogue

ILA ↑ CLA ↑ ILA ↑ CLA ↑ ILA ↑ CLA ↑

Qwen2.5-7B-Instruct 0.0503 0.5051 0.0742 0.5526 0.0572 0.5878
Qwen2.5-7B-Instruct w/ GRPO 0.1345 0.6237 0.1591 0.6393 0.2183 0.7392
Qwen2.5-7B-Instruct w/ SegPO 0.1460 0.6693 0.1797 0.6791 0.2713 0.7727

Table 5: SegPO Performance across different task categories compared to GRPO.

value to enhance model capabilities. As illustrated448

in Table 5, SegPO achieves significant improve-449

ments compared to base model and GRPO with450

respective 14.85% and 3.40% average increases,451

which confirms the effectiveness and necessity of452

segment-level advantage computation for accurate453

understanding of multiple task. The reason is454

that respectively calculating advantages for the re-455

sponse corresponding to each instruction in the in-456

put may result in a more precise reward, effectively457

steering the model’s learning.458

4.3.3 Full Constraint Satisfaction Analysis459

In real-world scenarios, fully satisfying all con-460

straints across all instructions is crucial especially461

for LLM agents with long-horizon decision-making462

involving multiple tasks, aside from ILA and CLA 463

metrics. Our analysis revealed that the leading 464

performance in dyadic dialogue was achieved by 465

gemini-1.5-Pro and DeepSeek-R1, both scoring 466

0.0044, with GPT-4o following as the second-best 467

at 0.0022. All other models recorded a perfor- 468

mance score of zero. This relatively low perfor- 469

mance highlights the increased difficulty posed by 470

our benchmark, which, unlike previous datasets 471

with limited constraints, is crafted to simulate real- 472

istic tasks such as smart home operations. These 473

scenarios require handling multiple interdependent 474

constraints simultaneously. The results indicate the 475

current models’ limitations in reasoning and execut- 476

ing complex, constraint-rich instructions, empha- 477

sizing the need for further advancements in their 478
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Type Human 1 Human 2 Human 3

Plain Text 0.9234 0.9342 0.9083
Dyadic Dialogue 0.9341 0.9268 0.9326
Multi-Party Dialogue 0.9118 0.9021 0.9164
Average 0.9231 0.9210 0.9191

Table 6: PCC Between Qwen2.5-72B-Instruct and
expert evaluations on quality assessment.

Type Human 1 Human 2 Human 3

Plain Text 0.7123 0.7236 0.7172
Dyadic Dialogue 0.7438 0.7632 0.7524
Multi-Party Dialogue 0.7551 0.7459 0.7376
Average 0.7371 0.7442 0.7357

Table 7: The kappa coefficient between expert evalua-
tions and GPT-4o-as-Judge in the evaluation process.

capabilities.479

4.4 Quality Assessment480

We validated the benchmark’s quality through both481

data generation and evaluation processes. First, we482

assessed the dataset from Qwen2.5-72B-Instruct483

by randomly selecting 50 instances, comparing484

model scores with evaluations from three experts485

for contradictions, redundancy, and infeasibility486

within instructions and constraints. The Pearson487

Correlation Coefficient (PCC) in Table 6 shows488

strong consistency, supporting benchmark credibil-489

ity. Additionally, we validated LLM-judge evalua-490

tions by comparing them with human assessments491

across three datasets. We randomly selected 500492

constraints per dataset based on LLM-generated re-493

sponses and calculated Fleiss’ Kappa scores (Fleiss,494

1971) between the results from GPT-4o-as-judge495

and human evaluators. High consistency in Table 7496

confirms the reliability of our evaluation process.497

5 Related work498

5.1 Instruction Following499

Recent advancements in fine-tuning large language500

models (LLMs) show that annotated instructional501

data significantly enhances models’ ability to com-502

prehend and execute diverse language instructions503

(Weller et al., 2020; Ye and Ren, 2021; Mishra504

et al., 2022). Building on this, incorporating more505

detailed and sophisticated instructions has been506

shown to further improve model capabilities (Lou507

et al., 2023). For instance, (Xu et al., 2024) presents508

a method of incrementally generating complex in-509

structions from seed instructions using LLMs, en-510

abling LLaMA to surpass 90% of ChatGPT’s per- 511

formance in 17 out of 29 skills. Additionally, re- 512

search is increasingly focusing on constrained in- 513

structions (Sun et al., 2024; Dong et al., 2024; He 514

et al., 2024a), a subset of complex instructions, 515

aimed at enhancing models’ ability to handle in- 516

tricate challenges by increasing instructional con- 517

straints. 518

5.2 Evaluation of Instruction Following 519

Instruction following significantly impacts the ef- 520

fectiveness of large language models (LLMs) (Liu 521

et al., 2023). Early work focused on evaluating 522

compliance with simple directives, often involving 523

single constraints like semantic (Zheng et al., 2023; 524

Liu et al., 2024) or formatting (Xia et al., 2024; 525

Tang et al., 2024) requirements. As LLMs find 526

their way into more complex real-world applica- 527

tions, the need to assess their capacity to handle 528

sophisticated instructions has grown (Qin et al., 529

2024; Jiang et al., 2024). For example, (Sun et al., 530

2024) introduced the Conifer dataset to enhance 531

LLMs’ handling of multi-level instructions with 532

complex constraints, while (Qin et al., 2024) de- 533

signed a method for decomposing single instruc- 534

tions into multiple constraints. Moreover, (He et al., 535

2024b) created benchmarks using real-world con- 536

straints, and (Wen et al., 2024) further innovated 537

by integrating diverse constraint types. Despite 538

these advancements, current datasets often lack 539

the extensive constraints seen in multi-instruction, 540

multi-constraint real-world scenarios. 541

6 Conclusion 542

In conclusion, this study introduces the Extremely 543

Complex Instruction Following Benchmark 544

(EIFBENCH), addressing existing single-task 545

dataset limitations by incorporating multi-task 546

scenarios and constraints for realistic evaluation of 547

large language models (LLMs). We also propose 548

the Segment Policy Optimization (SegPO) algo- 549

rithm algorithm, which enhances LLMs’ multi-task 550

workflow execution, showing a 14.85% improve- 551

ment on EIFBENCH over Qwen2.5-7B-Instruct. 552

Evaluations reveal significant performance gaps, 553

highlighting the need for models capable of 554

tackling real-world complexities. This benchmark 555

sets a new standard, steering future research 556

toward developing robust and adaptable systems 557

for practical applications. 558
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7 Limitations559

While EIFBENCH provides a robust evaluation560

framework for plain text, dyadic dialogue, and561

multi-party tasks, it has two limitations that could562

be addressed in future work. First, the inter-task563

relationships could be further enhanced to reflect564

more complex, real-world dependencies, such as565

multi-step reasoning or conditional task execution.566

Second, the dataset currently focuses primarily on567

Chinese instructions, which limits its applicabil-568

ity to multilingual scenarios. Expanding to include569

more languages would improve its global relevance570

and enable evaluation of LLMs’ cross-lingual capa-571

bilities. Addressing these limitations would make572

EIFBENCH even more comprehensive and aligned573

with practical applications.574
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A Taxonomy of Constraint959

We present the taxonomy of constraint in Table 8.960

B Detailed Information on SegPO961

The ratio ri,t(θ) represents the probability ratio962

or importance sampling weight between the new963

policy πθ and the old policy πθold :964

ri,t(θ) =
πθ(oi,t|q, oi,<t)

πθold(oi,t|q, oi,<t)
, (10)965

and SegPO estimates the KL divergence with the966

following unbiased estimator:967

DKL [πθ||πref ] =
πref(oi,t|q, oi,<t)

πθ(oi,t|q, oi,<t)
968

− log
πref(oi,t|q, oi,<t)

πθ(oi,t|q, oi,<t)
− 1. (11)969

C Experiment Analysis970

C.1 Factors Influencing Instruction Following971

To conduct our investigation, we sampled both972

open-source and closed-source models with vary-973

ing performance levels—some exemplary and oth-974

ers average—and visualized their results. Our in-975

vestigation identifies two critical dimensions influ-976

encing instruction adherence in language models:977

(1) the number of instructions per instance and978

(2) the number of constraints per instruction. As979

illustrated in Fig. 6, performance degrades pro-980

gressively as these variables increase, though with981

minor patterns. This decline is particularly pro-982

nounced with an increase in constraints, likely be-983

cause each additional constraint raises the complex-984

ity of completing a task, making it more challeng-985

ing for the model to meet all requirements. Con-986

versely, the interdependence between instructions987

is generally low, meaning that an increase in the988

number of instructions does not lead to as steep a989

performance decline. This is primarily because the990

difficulty lies in managing multiple tasks simultane-991

ously, rather than the instructions themselves being992

interrelated. In some instances, especially where993

there are larger numbers of instructions and con-994

straints, performance may inexplicably improve.995

This can be attributed to the smaller sample sizes996

in these scenarios, leading to greater variability in997

performance outcomes. Overall, this analysis un-998

derscores the intricacies of maintaining consistent999

instruction adherence across diverse scenarios.1000

C.2 Performance from state-of-art LLMs 1001

We employ other state-of-the-art large language 1002

models, i.e., gemini-2.0-Flash, as external evalua- 1003

tors to assess performance. The results are shown 1004

in Table 9. Their evaluations generally align with 1005

those of GPT-4o-as-judge, demonstrating consis- 1006

tent outcomes. 1007

D Data Instance 1008

In this section, we present an example instance to 1009

illustrate the application and analysis of the idiom. 1010

Instruction_0: "Explain the origin 1011
and significance of the Chinese idiom 1012
’drawing legs on a snake’ (huà shé tiān 1013
zú)" 1014

Constraints: 1015

• Must provide a detailed account of 1016
the idiom’s historical background 1017
and origin. 1018

• Avoid using the words "meaning" 1019
or "explanation" to describe its 1020
significance. 1021

• Follow the context → story → 1022
implications structure. 1023

Instruction_1: "Create a sentence 1024
containing the idiom ’drawing legs on 1025
a snake’ " 1026

Constraints: 1027

• The sentence must be 20-30 Chinese 1028
characters long. 1029

• The sentence must be 1030
non-declarative (e.g., rhetorical 1031
question, exclamation, or 1032
imperative). 1033

Instruction_2: "Analyze the specific 1034
scenario of ’drawing legs on a snake’ 1035
in your created sentence." 1036

Constraints: 1037

• Describe in detail the superfluous 1038
action within the scenario. 1039

• Include a root-cause analysis of 1040
why this "unnecessary addition" 1041
leads to negative consequences. 1042
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Constraint Type Constraint Dimension

Content Constraint Theme Constraint
Exclusion Constraint
Inclusion Constraint
Value Constraint
Privacy Constraint
Numerical Constraint

Situation Constraint Role-Playing Constraint
Target Audience Constraint
Prior Condition Constraint
Natural Language Process Background Information Constraint
Markdown Process Background Information Constraint
Table Background Information Constraint
Text Background Information Constraint

Style Constraint Tone and Style Constraint
Emotion Constraint
Linguistic Characteristics Constraint
Multilingual Constraint

Format Constraint Output Format Constraint
Text Pattern Constraint
Grammar Structure Constraint
Citation Constraint
Numbering and List Constraint
Hierarchical Structure Constraint
Template Constraint

Table 8: Constraints and Their Dimensions

Figure 6: Performance on different numbers of instructions and constraints.
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Model Plain Text Dyadic Dialogue Multi-party Dialogues

ILA ↑ CLA ↑ ILA ↑ CLA ↑ ILA ↑ CLA ↑

Closed-Source LLMs
GPT-4o 0.3248 0.6941 0.2273 0.6100 0.2641 0.6155
Claude-3.5-Sonnet 0.1283 0.4235 0.0800 0.4860 0.0988 0.4200
GPT-4o-mini 0.1263 0.5898 0.0892 0.5588 0.1197 0.6432
Claude-3.5-Haiku 0.0463 0.2425 0.0365 0.2379 0.0295 0.1288
gemini-1.5-Pro 0.2001 0.7018 0.1732 0.7349 0.1920 0.7747

Open-Source LLMs
LLaMA3.1-8B-Instruct 0.0293 0.3954 0.0184 0.3357 0.0149 0.4151
LLaMA3.1-70B-Instruct 0.0502 0.4616 0.0439 0.5337 0.0451 0.5086
Qwen2-7B-Instruct 0.0475 0.4371 0.0346 0.4237 0.0321 0.4731
Qwen2-72B-Instruct 0.1300 0.6688 0.1272 0.6847 0.1173 0.6941
Qwen2.5-7B-Instruct 0.0767 0.5677 0.0654 0.6224 0.0570 0.6310
Qwen2.5-72B-Instruct 0.2182 0.7656 0.1732 0.7395 0.1678 0.7887
Qwen3-32B 0.2826 0.8002 0.2702 0.7924 0.2894 0.8328
Qwen3-32B w/o think 0.2724 0.8035 0.2726 0.7929 0.2559 0.8246
Qwen3-235B-A22B 0.2382 0.6949 0.2624 0.7527 0.2499 0.7518
Qwen3-235B-A22B w/o think 0.2435 0.6951 0.2571 0.7442 0.2645 0.7651
QwQ-32B-Preview 0.1017 0.5203 0.0640 0.4632 0.0840 0.5659
DeepSeek-R1 0.2449 0.6985 0.1797 0.7390 0.2060 0.7412

Table 9: Performance metrics across different task categories: Plain Text, Dyadic Dialogue, and Multi-party Dialogue
with gemini-2.0-Flash as evaluator. The best and second-best results are highlighted in bold and underlined.
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E Prompt1043

E.1 Prompt for task expansion1044

You are an assistant to help generate1045
comprehensive multi-task tasks from1046
basic tasks/basic texts/basic dialogues.1047
Based on the given basic task, please1048
design 5-10 different types of extended1049
tasks, which must be reasonable and1050
meet actual needs. The generated tasks1051
should be placed after “-output-:”.1052

1053

Please follow these rules when1054
generating tasks:1055

1056

1. Task design must be based on the1057
input text content or the already1058
designed task output content.1059

1060

2. Task instructions should be clear1061
and specific.1062

1063

3. Each task should include explicit1064
output format requirements.1065

1066

5. Aim to increase task difficulty,1067
selecting tasks that require multi-step1068
reasoning and thinking.1069

1070

6. Tasks should be related; specific1071
task details can vary. The connections1072
can be selective, sequential, parallel,1073
etc. At least three types of connections1074
are needed, including:1075
A. Parallel Task Mode: Analyzing1076
multiple dimensions simultaneously1077
B. Sequential Task Mode: Task chain1078
dependency1079
C. Conditional Selection Mode: Branch1080
based on different situations,1081
considering possible branches of1082
the task, and design different tasks1083
for different branches1084
D. Nested Task Mode: Hierarchical task1085
structure1086
7. Task Design Principles:1087
- Clear goals1088
- Clear instructions1089
- Specific steps1090
- Standardized format1091
- Evaluability1092
8. Task types may repeat, but task1093
content may not.1094

1095

9. Note that expansion must be based1096
on the given basic task, expanding into1097
richer, more comprehensive, and varied1098
integrated tasks. The text material in1099
the given basic task must be retained,1100
as subsequent tasks will all involve it!1101

1102

10. Write the extended tasks after1103
“-output-:”, and the thought process and1104
analysis for generating the extended1105
tasks after “-explanation-:”.1106

1107

–input–: 1108
{text} 1109

1110

-output-: 1111
1112

-explanation-: 1113
... 1114

1115

Task-type examples should be chosen 1116
from the following categories. The 1117
specific task examples are listed in 1118
each task category. Note that you are 1119
only required to design tasks, not 1120
provide example outputs: 1121

1122

1. Classification Task 1123
- Sentiment Analysis 1124
- Text Classification 1125
- Toxic Content Detection 1126
- Empathy Detection 1127
- Stereotype Detection 1128
- Social Norm Judgment 1129

1130

2. Information Extraction 1131
- Named Entity Recognition 1132
- Keyphrase Annotation 1133
- Coreference Resolution 1134
- Entity Relationship Classification 1135

1136

3. Text Generation - Story Creation 1137
- Poetry Generation 1138
- Recipe Generation 1139
- Outline Generation 1140
- Text Expansion/Compression 1141
- Title Generation 1142
- Data Description Generation 1143
- Text Rewriting/Simplification 1144

1145

4. Dialogue Systems 1146
- Dialogue Generation 1147
- Intent Recognition 1148
- Question Generation/Rewriting 1149
- Dialogue State Tracking 1150
- Role-playing Dialogue 1151

1152

5. Reasoning and Logic 1153
- Common Sense QA 1154
- Multi-hop QA 1155
- Critical Thinking Judgment 1156
- Mathematical Reasoning 1157
- Theory of Mind Reasoning 1158

1159

6. Language Style 1160
- Style Transfer 1161
- Language Detection 1162
- Sarcasm Detection 1163
- Spelling/Punctuation Error Detection 1164

1165

7. Evaluation and Verification 1166
- Text Quality Evaluation 1167
- Fact-checking 1168
- Answer Verification 1169
- Uncertainty Judgment 1170

1171

8. Programming-related 1172
- Code Generation/Debugging 1173
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- Code Explanation1174
- Code Translation1175

1176

Each example format is as follows:1177
Task x:1178
Type:1179
Specific Requirements:1180
- ...1181
- ...1182

1183

E.2 Prompt for task revision1184

You are a task optimization expert.1185
Please analyze and optimize the given1186
task set.1187

Input text and tasks are as follows:1188

--input--:1189
query: {input_text}1190
task: {task}1191

First, output all optimized tasks (if1192
there are no modifications, output1193
the original tasks) in Chinese after1194
“-output-”. Secondly, write the1195
optimized rationale and analysis process1196
after“-explanation-”. Please strictly1197
follow this format.1198

The output format is as follows:1199

-output-:1200
Task 1: ...1201
Task 2: ...1202

1203
-explanation-:1204

Please follow these steps for analysis1205
and optimization:1206
1. Input Analysis1207
Input Type Judgment:1208
- Determine if it’s a complete text or1209
a task requirement1210
- Check if it includes a1211
creative/analytical directive1212
- Assess the amount of information1213
provided by the text/task1214
- Preserve textual information if input1215
text analysis is involved1216

1217

2. Task Reasonability Check Analyze1218
each task:1219
Reasonability of Task X:1220
A. Matching Degree with Input1221
- Does the task rely on the actual1222
provided information, and is there1223
excessive speculation or extension?1224

1225

B. Executability of the Task1226
- Is there sufficient information to1227
support it, and are the scoring criteria1228
operable?1229

1230

C. Existing Problems1231
- [List specific problems]1232

1233

3. Modification Suggestions 1234
If modification is required, provide 1235
specific modification directions and 1236
design of revised tasks, and modify the 1237
tasks according to this suggestion. 1238

E.3 Prompt for task combination 1239

You are an integration assistant for 1240
input and task requirements. Your goal 1241
is to combine the basic tasks (including 1242
tasks and reading materials) given in 1243
“–input–”: and the expanded tasks in 1244
“–task–”: to generate comprehensive 1245
tasks that include reading material 1246
information and task information. Please 1247
note that the integrated tasks will 1248
not fetch text information from 1249
elsewhere, so ensure that the generated 1250
comprehensive tasks include the text 1251
material. Please integrate all tasks 1252
from the expanded tasks into the 1253
comprehensive tasks. Identify all 1254
expanded tasks and ensure the number of 1255
sub_instructions matches the number of 1256
sub-tasks in the expanded tasks. Please 1257
ensure to extract and integrate the 1258
materials and text information involved 1259
in –input–:, and do not omit any details. 1260

--input--: 1261
{input_text} 1262
--tasks--: 1263
{task} 1264

Please put the generated content in 1265
Chinese after “-output-:”, including: 1266
1. First, place the comprehensive 1267
task and the text materials involved 1268
in the task after “INSTRUCTION:”. 1269
Please ensure to fully include the 1270
reading materials from the basic 1271
tasks. 2. Then, sequentially output 1272
all sub-instructions, each starting 1273
with “SUB_INSTRUCTION_X:”, including 1274
“instruction:” and “constraints:” parts. 1275
After “instruction:”, write the content 1276
of the sub-instruction, and after 1277
“constraints:”, write several constraint 1278
items. Each constraint should follow 1279
the format “- constraint content 1280
[constraint type]”. Lastly, provide 1281
the specific combination process after 1282
“-explanation-:”. 1283

The output format is as follows: 1284

-output-: 1285
INSTRUCTION: 1286
... 1287
SUB_INSTRUCTION_x: 1288
instruction: ... 1289
constraints: 1290
- ... [...] 1291
- ... [...] 1292

1293
--explaination--: 1294
... 1295
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Please follow these steps for analysis1296
and combination:1297

1. Input Analysis1298
- Extract **original tasks** and1299
corresponding **text materials** from1300
–input–1301
- Extract specific text content and basic1302
requirements1303
- Extract all specific requirements from1304
the input text1305
- If the input involves text, it must1306
be placed in the comprehensive task to1307
avoid missing the input text1308

2. Task Expansion Analysis1309
- Extract **sub-task** information1310
(information type, information volume,1311
target) from –task–1312
- Retrieve related expanded tasks (such1313
as information extraction, reasoning,1314
etc.)1315
- Understand the relevance and1316
progression relationship between1317
tasks1318
- Identify all constraints and1319
restrictions1320
- Record keywords and special conditions1321
- Note that all tasks are prefixed with1322
“Task”, be sure to identify all tasks,1323
and the number of tasks should match1324
the number of sub_instructions1325
- List all tasks and their sub-tasks1326

3. Combine into a New Comprehensive Task1327
- Expand **original tasks**, **text1328
materials**, and all **sub-tasks** into1329
a comprehensive analysis task, and1330
output to INSTRUCTION1331
- Maintain logical connections between1332
tasks1333
- Ensure the INSTRUCTION meets all1334
sub-task requirements1335
- Make sure to integrate all tasks and1336
incorporate the input1337
- Ensure all original requirements are1338
covered1339

4. Integrated Output1340
- A unified main instruction, output the1341
new comprehensive task (INSTRUCTION):1342
Use natural language connectors, the1343
task requirements should be connected1344
with natural language, such as “then”,1345
“next”, “finally”, to maintain fluency1346
Ensure the integration of input and task,1347
the combined content should be output1348
to INSTRUCTION, forming a coherent and1349
smooth instructional language1350
Ensure all requirements are covered1351

- A series of sub-instructions1352
(SUB_INSTRUCTION)1353
Each sub-instruction contains specific1354
tasks (instruction)1355
Each sub-instruction includes specific1356
constraints (constraints), generating1357
5-10 specific constraints1358
The purpose of the constraints is to1359
complete the task as much as possible,1360
the more detailed, the better, with1361
difficulty ranging from simple to1362
complex1363

Note that constraints should not be 1364
ambiguous or unclear 1365
Each constraint and its type should 1366
be selected from the following 24 types: 1367

1368

• Theme Constraint 1369
• Exclusion Constraint 1370
• Inclusion Constraint 1371
• Value Constraint 1372
• Privacy Constraint 1373
• Numerical Constraint 1374
• Role-Playing Constraint 1375
• Target Audience Constraint 1376
• Prior Condition Constraint 1377
• Natural Language Process Background 1378
• Markdown Process Background 1379
• Table Background Information 1380
• Text Background Information 1381
• Tone and Style Constraint 1382
• Emotion Constraint 1383
• Linguistic Characteristics 1384
• Multilingual Constraint 1385
• Output Format Constraint 1386
• Text Pattern Constraint 1387
• Grammar Structure Constraint 1388
• Citation Constraint 1389
• Numbering and List Constraint 1390
• Hierarchical Structure Constraint 1391
• Template Constraint 1392

Precautions: 1393
1. Sub-tasks must be clearly mentioned 1394
in the integrated instruction. 1395
2. Do not change the wording 1396
and expressions of the original 1397
instructions. 1398
3. Split according to the order in which 1399
the tasks appear in the instructions. 1400
4. Each sub-task is equipped with 5-10 1401
constraint items, with constraint types 1402
selected from the above 24 types. 1403
5. When integrating, ensure that new 1404
tasks are organically combined with the 1405
original content, i.e., do not generate 1406
instructions based only on information 1407
from input. 1408

E.4 Prompt for constraint expansion 1409

You are an expert at generating 1410
constraints. 1411
Please modify the original constraint 1412
information for each instruction. 1413
For every SUB_INSTRUCTION, generate 1414
6-10 high-quality constraints. 1415
Each constraint must address key 1416
requirements of the task with measurable 1417
analysis rather than general statements. 1418

1419

Input information is as follows: 1420

--input--: 1421
{input_text} 1422
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When outputting content, please place1423
the generated content after “-output-”1424
first.1425
Begin with “INSTRUCTION”, followed by1426
each sub-instruction sequentially, with1427
each sub-instruction starting with1428
“SUB_INSTRUCTION_X”, including both1429
“instruction” and “constraints”.1430
After “instruction”, write the content1431
of the sub-instruction, and after1432
“constraints”, write several constraint1433
items.1434
Each constraint should follow the format1435
“- constraint content [constraint1436
type]”.1437

1438

Finally, place the analysis of1439
the modification process after1440
-explanation-.1441

1442

The generated format is as follows:1443

-output-:1444
INSTRUCTION:1445
...1446

1447
SUB_INSTRUCTION_0:1448
instruction: ...1449
constraints:1450
- ... [...]1451
- ... [...]1452
...1453

1454
SUB_INSTRUCTION_1:1455
instruction: ...1456
constraints:1457
- ... [...]1458
...1459

1460
--explaination--:1461
...1462

Specific modification requirements:1463
1. Each constraint must be specific1464
and clear, avoiding vague expressions,1465
and the constraint structure should use1466
“and,” “or,” “not” types.1467
2. Each constraint must include1468
measurable standards, such as specific1469
numbers, clear criteria, etc.1470
Also, note that these constraints are1471
for the model to follow, avoiding1472
situations that are impossible to1473
assess, such as “Please respond within1474
5 seconds after reading,” which cannot1475
be evaluated for compliance.1476
3. Avoid generic vocabulary; examples1477
below:1478
Avoid using generic words often found1479
in constraints:1480

1481

Quality Descriptors:1482
“appropriate,” “suitable,” “adequate,”1483
“sufficient,” “complete,” “detailed,”1484
“accurate,” “clear,” “varied”1485

Logical Descriptors:1486
“logicality,” “coherent,” “orderly,”1487

“hierarchical,” “structured,” 1488
“systematic” 1489

Effect Descriptors: 1490
“comprehensive,” “practical,” “vivid,” 1491
“specific,” “pictorial,” “persuasive,” 1492
“effective,” “helpful” 1493

Standard Descriptors: 1494
“meets requirements,” 1495
“standard-compliant,” “sufficient,” 1496
“as stipulated,” “qualified,” “standard 1497
fit” 1498

Feature Descriptors: 1499
“characteristic,” “feature,” 1500
“prominent,” “obvious,” “outstanding” 1501

These words should be replaced with 1502
specifically measurable standards, for 1503
example: 1504
“suitable” -> “must include 3 specific 1505
examples” 1506
“detailed” -> “no less than 100 words” 1507
“vivid” -> “must use more than 3 figures 1508
of speech” 1509
“logicality” -> “must follow 1510
[cause-process-result] order” 1511
“persuasive” -> “must cite 1 1512
authoritative data source” 1513

1514

4. Each constraint must be of one of the 1515
following types: 1516

• Theme Constraint 1517
• Exclusion Constraint 1518
• Inclusion Constraint 1519
• Value Constraint 1520
• Privacy Constraint 1521
• Numerical Constraint 1522
• Role-Playing Constraint 1523
• Target Audience Constraint 1524
• Prior Condition Constraint 1525
• Natural Language Process Background 1526
• Markdown Process Background 1527
• Table Background Information 1528
• Text Background Information 1529
• Tone and Style Constraint 1530
• Emotion Constraint 1531
• Linguistic Characteristics 1532
• Multilingual Constraint 1533
• Output Format Constraint 1534
• Text Pattern Constraint 1535
• Grammar Structure Constraint 1536
• Citation Constraint 1537
• Numbering and List Constraint 1538
• Hierarchical Structure Constraint 1539
• Template Constraint 1540

E.5 Prompt for constraint revision 1541

You are an assistant for modifying 1542
constraints. 1543
Please analyze the original constraint 1544
information in the instruction for 1545
potential issues, and modify the 1546
constraints for each SUB_INSTRUCTION to 1547
generate 6-10 high-quality constraints. 1548
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Each constraint must address specific,1549
measurable requirements for the task,1550
rather than general statements.1551

1552

--input--:1553
{input_text}1554

When outputting content, first combine1555
the modification analysis process1556
and output the modified content1557
(if no modifications, output the1558
original content) after “-output-”,1559
including INSTRUCTION and the modified1560
SUB_INSTRUCTION information, where each1561
SUB_INSTRUCTION consists of instruction1562
and constraints.1563
Each constraint should follow the1564
format “- specific constraint content1565
[constraint type]”.1566
Finally, provide the analysis of1567
the modification process after1568
-explanation-.1569

The generated format is as follows:1570

-output-:1571
INSTRUCTION:1572
...1573

1574
SUB_INSTRUCTION_x:1575
instruction: ...1576
constraints:1577
- ... [...]1578
- ... [...]1579
...1580

1581
-explanation-:1582
...1583

Please follow these steps for analysis1584
and modification:1585

1586

1. Examine each instruction for the1587
following 8 types of issues and modify1588
any issues found1589

1.1 Vague constraints/lack of specific1590
evaluation metrics need to be detailed1591
into evaluable metrics1592
Example:1593
Original constraint:1594
- The article structure must be1595
reasonable1596

Modified to:1597
- The article must include introduction,1598
analysis, and conclusion sections, with1599
each section not less than 200 words1600

Below are frequently used vague words1601
that should be avoided:1602
Quality Descriptors: “appropriate”,1603
“suitable”, “adequate”, “sufficient”,1604
“complete”, “detailed”, “accurate”,1605
“clear”, “varied”1606
Logical Descriptors: “logicality”,1607
“coherent”, “orderly”, “hierarchical”,1608
“structured”, “systematic”1609
Effect Descriptors: “comprehensive”,1610
“practical”, “vivid”, “specific”,1611

“pictorial”, “persuasive”, “effective”, 1612
“helpful” 1613
Standard Descriptors: “meets 1614
requirements”, “standard-compliant”, 1615
“sufficient”, “as stipulated”, 1616
“qualified”, “standard fit” 1617
Feature Descriptors: “characteristic”, 1618
“feature”, “prominent”, “obvious”, 1619
“outstanding” 1620

First, check if any vague words appear 1621
in the constraints, then refine the 1622
vague constraints into evaluable metrics 1623
based on the specific task context. 1624
Here are some examples: 1625
“suitable” -> “must include 3 specific 1626
examples” 1627
“detailed” -> “no less than 100 words” 1628
“vivid” -> “must use more than 3 figures 1629
of speech” 1630
“logicality” -> “must follow 1631
[cause-process-result] order” 1632
“persuasive” -> “must cite 1 1633
authoritative data source” 1634
“rich emotional color” -> Use at least 1635
two rhetorical devices (parallelism, 1636
contrast, metaphor, personification, or 1637
exaggeration) to express emotions 1638

1639

1.2 Duplicate constraints need to be 1640
distinguished 1641
Example: 1642
Original constraint: 1643
- Must use formal language 1644
- Must use standard language 1645
Problem: The two constraints are similar 1646
and lack distinction 1647
Modification suggestion: 1648
- Must use honorific words like “you, 1649
your, respectfully” 1650
- Must avoid using interjectory words 1651
like “oh, ah, um” 1652

1653

1.3 Logical contradictions 1654
Example: 1655
Original constraint: 1656
- Both “relaxed and gentle” and 1657
“professional terminology” require a 1658
remedy 1659
Suggested modification: 1660
- The tone must be friendly and 1661
professional, with easy-to-understand 1662
explanations provided for professional 1663
terminology 1664

1665

1.4 Lack of key constraints 1666
Example: 1667
E-commerce customer service scenario 1668
Suggested modification: 1669
- Must explain the shop’s specific 1670
compensation plan 1671
- Must provide direct contact details 1672
for customer service 1673
- Must specify the follow-up timeline 1674

1675

Original constraint: 1676
- Modify according to the following 1677
format 1678
Modification suggestion: 1679
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- Modify according to the table format1680
1681

1.5 Contradictory constraints:1682
Original constraint:1683
- Requires classical Chinese style1684
- Requires vividness1685
Suggestion: Adjust to:1686
- Use classical vocabulary but ensure1687
modern readers can understand1688
- Provide modern explanations for each1689
term1690

1691

1.6 Lack of key definitions:1692
Original constraint:1693
- The calculation of the number of1694
“events” lacks a clear definition1695
Suggestion: Add:1696
- Clearly define “event” as “an1697
independent action and its corresponding1698
object”1699
- Provide specific examples for event1700
judgment1701

1702

1.7 Data source missing1703
Original constraint:1704
- “Must include specific data or factual1705
references”1706
- “Must be based on specific data and1707
facts”1708
But no instructions on how to obtain1709
and verify data sources1710
Suggestion: Add data source1711
requirements:1712
- “Must cite authoritative market1713
research agencies or official1714
publications, and specify the source”1715
- “Data must be from statistical results1716
within the past 2 years”1717

1718

1.8 Evaluation criteria unclear:1719
Original constraint:1720
- “Applicable scenarios must be1721
reasonable and consistent with market1722
reality”1723
- “Usage suggestions must be specific1724
and feasible”1725
But no evaluation criteria provided1726
Suggestion: Set specific evaluation1727
indicators:1728
- “Each suggestion must include usage1729
scenarios, expected effects, and cost1730
considerations”1731
- Add feasibility verification:1732
- “Each suggestion must be supported by1733
actual cases”1734

1735

2. Constraint types should be selected1736
from the following 24 categories while1737
varying the types as much as possible to1738
enrich the diversity of the constraints:1739

• Theme Constraint1740
• Exclusion Constraint1741
• Inclusion Constraint1742
• Value Constraint1743
• Privacy Constraint1744
• Numerical Constraint1745

• Role-Playing Constraint 1746
• Target Audience Constraint 1747
• Prior Condition Constraint 1748
• Natural Language Process Background 1749
• Markdown Process Background 1750
• Table Background Information 1751
• Text Background Information 1752
• Tone and Style Constraint 1753
• Emotion Constraint 1754
• Linguistic Characteristics 1755
• Multilingual Constraint 1756
• Output Format Constraint 1757
• Text Pattern Constraint 1758
• Grammar Structure Constraint 1759
• Citation Constraint 1760
• Numbering and List Constraint 1761
• Hierarchical Structure Constraint 1762
• Template Constraint 1763

E.6 Prompt for constraint combination 1764

Now you are an assistant in integrating 1765
tasks and constraints; please help 1766
me optimize this comprehensive 1767
task’s instruction (INSTRUCTION), 1768
sub-instructions (SUB_INSTRUCTION), and 1769
constraints. 1770
Please ensure that the input 1771
information/reading materials in 1772
the INSTRUCTION are retained; otherwise, 1773
subsequent tasks cannot be completed. 1774

1775

Input information is as follows: 1776

--input--: 1777
{input_text} 1778

First, output the modified comprehensive 1779
task content (if no modifications, 1780
output the original content) after 1781
“-output-”, including INSTRUCTION 1782
and the modified SUB_INSTRUCTION 1783
information. Each SUB_INSTRUCTION 1784
consists of instruction and constraints, 1785
with each constraint structured 1786
as follows: “- specific content 1787
[constraint type]”. 1788
Finally, put the specific modification 1789
analysis process after -explanation-. 1790

The output format is as follows: 1791

-output-: 1792
INSTRUCTION: 1793
... 1794

1795
SUB_INSTRUCTION_0: 1796
instruction: ... 1797
constraints: 1798
- ... [...] 1799
- ... [...] 1800
... 1801

1802
SUB_INSTRUCTION_1: 1803
instruction: ... 1804
constraints: 1805
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- ... [...]1806
- ... [...]1807
...1808

1809
-explanation-:1810
...1811

Please follow these steps for analysis1812
and modification:1813

1814

1. Analyze the existing instructions and1815
constraints for issues:1816
- Check if the structure is reasonable1817
- Identify duplicate or contradictory1818
requirements1819
- Discover vague or non-executable1820
constraints1821
- Find missing key requirements1822

2. Provide update suggestions:1823
- Instruction update: Make it clearer1824
and more targeted for the comprehensive1825
task1826
- Sub-instruction update: Specify each1827
atomic task1828
- Constraint update: Provide executable1829
and verifiable constraints1830
- Start with -output-, output the1831
modified instructions (INSTRUCTION),1832
sub-instructions (SUB_INSTRUCTION), and1833
constraints1834
- Each constraint includes two parts:1835
content [type]1836

3. When modifying, be sure to keep1837
the input information such as reading1838
materials in the original INSTRUCTION.1839
Do not delete specific query information,1840
causing text errors.1841

4. Each constraint type must be one of1842
the following, if it is not among these1843
types, please modify the constraint1844
type to one of the following types.1845
If it cannot be modified, regenerate1846
constraints that meet these types:1847

• Theme Constraint1848
• Exclusion Constraint1849
• Inclusion Constraint1850
• Value Constraint1851
• Privacy Constraint1852
• Numerical Constraint1853
• Role-Playing Constraint1854
• Target Audience Constraint1855
• Prior Condition Constraint1856
• Natural Language Process Background1857
• Markdown Process Background1858
• Table Background Information1859
• Text Background Information1860
• Tone and Style Constraint1861
• Emotion Constraint1862
• Linguistic Characteristics1863
• Multilingual Constraint1864
• Output Format Constraint1865
• Text Pattern Constraint1866
• Grammar Structure Constraint1867
• Citation Constraint1868

• Numbering and List Constraint 1869
• Hierarchical Structure Constraint 1870
• Template Constraint 1871

E.7 Prompt for instruction-level validation 1872

You are now an assistant to modify 1873
sub-tasks. 1874
You need to modify the given sub-tasks 1875
according to the following steps: 1876

1877

1. Analyze the relationship between 1878
sub-tasks and evaluate their role 1879
in the comprehensive task, removing 1880
contradictory sub-tasks. 1881
2. Note that sub-tasks are carried out 1882
by a large model, so remove tasks that 1883
the large model cannot complete, such 1884
as internet searches, finding related 1885
information, statistical data analysis, 1886
etc. 1887
3. Delete tasks with weak logical 1888
connections. The relationships between 1889
sub-tasks can be: A. Parallel Task 1890
Mode: Analyzing multiple dimensions 1891
simultaneously 1892
B. Serial Task Mode: Chain-dependent 1893
tasks 1894
C. Conditional Selection Mode: Branching 1895
based on different situations, 1896
considering possible branches of a 1897
task, and designing different tasks for 1898
different branches 1899
D. Nested Task Mode: Hierarchical task 1900
structure 1901
4. Sub-task selection criteria: - 1902
Remove tasks that an AI model cannot 1903
accomplish (such as network searches, 1904
finding information) 1905
- Remove tasks with weak logical 1906
connections 1907
- Remove redundant, contradictory, or 1908
unreasonable tasks 1909
- Optimize sub-task content to be of 1910
moderate difficulty and meet practical 1911
needs 1912
- It is acceptable to propose some 1913
creative tasks 1914
- Ensure that the number of generated 1915
sub-tasks is between 6 and 14 1916
- Try to diversify task types, with at 1917
least 3 different styles of tasks 1918
- Remove tasks that require an AI model 1919
to use tools, such as Named Entity 1920
tools, etc. 1921

1922

5. Select the main task categories from 1923
the following, and the directions under 1924
each category can be diversified: 1. 1925
Classification Task 1926
- Sentiment Analysis 1927
- Text Classification 1928
- Toxic Content Detection 1929
- Empathy Detection 1930
- Stereotype Detection 1931
- Social Norm Judgment 1932

1933

2. Information Extraction 1934
- Named Entity Recognition 1935

22



- Keyphrase Annotation1936
- Coreference Resolution1937
- Entity Relationship Classification1938

1939

3. Text Generation - Story Creation1940
- Poetry Generation1941
- Recipe Generation1942
- Outline Generation1943
- Text Expansion/Compression1944
- Title Generation1945
- Data Description Generation1946
- Text Rewriting/Simplification1947

1948

4. Dialogue Systems1949
- Dialogue Generation1950
- Intent Recognition1951
- Question Generation/Rewriting1952
- Dialogue State Tracking1953
- Role-playing Dialogue1954

1955

5. Reasoning and Logic1956
- Common Sense QA1957
- Multi-hop QA1958
- Critical Thinking Judgment1959
- Mathematical Reasoning1960
- Theory of Mind Reasoning1961

1962

6. Language Style1963
- Style Transfer1964
- Language Detection1965
- Sarcasm Detection1966
- Spelling/Punctuation Error Detection1967

1968

7. Evaluation and Verification1969
- Text Quality Evaluation1970
- Fact-checking1971
- Answer Verification1972
- Uncertainty Judgment1973

1974

8. Programming-related1975
- Code Generation/Debugging1976
- Code Explanation1977
- Code Translation1978

1979

Input Total Task:1980
{input_text}1981

1982
Input Sub-tasks:1983
{sub_instruction}1984

6. First, output the modified1985
comprehensive task content (if1986
no modifications, output the1987
original content) after -output-,1988
including the modified INSTRUCTION1989
and SUB_INSTRUCTION_x, where1990
SUB_INSTRUCTION_x is formatted as1991
’sub-task content [task type]’.1992
Finally, place the specific modification1993
analysis process after -explanation-.1994

-output-:1995
INSTRUCTION:1996
...1997

1998
SUB_INSTRUCTION_0:1999

... [task type] 2000
2001

SUB_INSTRUCTION_1: 2002
... [task type] 2003

2004
-explanation-: 2005
... 2006

E.8 Prompt for constraint-level validation 2007

You are a constraint evaluation 2008
assistant. 2009
Your task is to determine whether the 2010
given constraints can be completed by a 2011
large model. Please evaluate according 2012
to the following rules: 2013

2014

1. **Input**: 2015
- Constraint content: A segment of text 2016
describing the task requirements. 2017
- Input dialogue: A segment of the 2018
user’s conversation with the model. 2019

2020

2. **Evaluation Rules**: 2021
- If the input dialogue **lacks the 2022
critical information needed to fulfill 2023
the constraint** (e.g., the constraint 2024
requires extracting person entities, 2025
but no person is mentioned in the 2026
dialogue), then output “No”. 2027
- If the constraint **goes beyond 2028
the model’s capability** (e.g., needs 2029
real-time data or external resources), 2030
then output “No”. 2031
- If the input dialogue provides 2032
sufficient information and the 2033
constraint falls within the model’s 2034
capability, then output “Yes”. 2035
- If the model outputs “No”, minimally 2036
modify the constraint content to make 2037
it feasible for the model to complete it. 2038

2039

3. **Output**: 2040
- If the output is “No”, provide the 2041
modified constraint content to make it 2042
feasible for the model. 2043
- If the output is “Yes”, no modification 2044
is needed. 2045

2046

4. **Examples**: 2047
- Example 1: 2048
- Instruction content: Extract entities 2049
- Constraint content: Extract person 2050
entities from the dialogue. 2051
- Input dialogue: User says, “Yesterday 2052
I went to the park with Xiaoming.” 2053
- Output: Yes 2054
- Example 2: 2055
- Instruction content: Extract entities 2056
- Constraint content: Extract person 2057
entities from the dialogue. 2058
- Input dialogue: User says, “The 2059
weather was great yesterday, and I went 2060
for a walk in the park.” 2061
- Output: No 2062
- Reason: No person entities in the 2063
dialogue 2064
- Modified content: If any person 2065
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entities are present, extract them.2066
- Example 3:2067
- Instruction content: Generate text2068
- Constraint content: Generate a2069
100-word text describing the summer2070
scenery, using at least 3 similes.2071
- Input dialogue: User says, “Please2072
write a passage about summer.”2073
- Output: Yes2074
- Example 4:2075
- Instruction content: Generate text2076
- Constraint content: Generate a2077
100-word text describing the summer2078
scenery, and cite at least 2 academic2079
papers.2080
- Input dialogue: User says, “Please2081
write a passage about summer.”2082
- Output: No2083
- Reason: Unable to cite academic papers2084
- Modified constraint: Generate a2085
100-word text describing the summer2086
scenery, using at least 3 similes.2087

2088

5. **Task**:2089

- Instruction content: {instruction}2090
- Constraint content: {constraint}2091
- Input dialogue: {input}2092
- Output:2093
- Reason:2094
- Modified constraint:2095

E.9 Prompt for training process2096

You are now an AI assistant responsible2097
for generating answers to specified2098
tasks. You need to generate answers2099
following these requirements:2100

1. Strictly generate answers based2101
on the given input material and2102
corresponding sub_instruction.2103
2. Generate answers for each2104
sub_instruction, ensuring consistency2105
among answers to different2106
sub_instructions.2107
3. Follow the constraints of each2108
sub_instruction strictly to generate2109
answers.2110
4. First, think through each sub-task2111
in detail using analytical skills to2112
deeply understand the issues, and then2113
provide answers. The thought process2114
for each sub-task should be detailed2115
between start_think and end_think, and2116
the answer should be fully presented2117
between start_answer and end_answer.2118
5. The thought process and answer2119
for each sub_instruction should be2120
placed between start_sub_instruction_x2121
and end_sub_instruction_x, where2122
sub_instruction_x is the specific2123
identifier for the sub-task. Ensure2124
there are no extra spaces, quotes, or2125
symbols before and after these markers.2126

2127

Notes: 1. Strictly adhere to the2128
constraints.2129
2. Ensure the quality of answers.2130

3. Do not output the input content. 2131
4. The format is as follows: 2132

start_sub_instruction_0 2133
start_think 2134
Deeply analyze this sub-task, ... 2135
end_think 2136
start_answer 2137
Based on the above analysis, the detailed 2138
answer to sub-task 0 is ... 2139
end_answer 2140
end_sub_instruction_0 2141

2142
start_sub_instruction_1 2143
start_think 2144
In this sub-task, consider various 2145
factors, ... 2146
end_think 2147
start_answer 2148
Based on the above analysis, the answer 2149
to sub-task 1 is ... 2150
end_answer 2151
end_sub_instruction_1 2152
... 2153

Referring to the above format and 2154
generation requirements, please think 2155
through and generate specific answers 2156
for the following task: 2157

--input--: 2158
{input_text} 2159
--output--: 2160
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