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Abstract

Creative problem-solving, integrating divergent001
and convergent thinking, is pivotal for leverag-002
ing creativity in fields such as AI4Science. As003
large language models (LLMs) evolve into so-004
phisticated creative assistants, it becomes cru-005
cial to effectively assess their problem-solving006
abilities. Traditional benchmarks, often rooted007
in cognitive science, focus on a single phase008
or do not distinguish between the divergent009
and convergent phases, limiting their ability010
to fully evaluate LLMs. To bridge this gap,011
we introduce a novel benchmark comprising an012
open-ended question answering (QA) dataset013
alongside traditional creativity tasks, aimed014
at evaluating the holistic creative capabilities015
of LLMs. This benchmark utilizes multi-016
dimensional evaluation metrics to provide a017
comprehensive assessment that correlates with018
model parameters, architectural differences,019
and domain-specific expertise. The benchmark020
aims to not only advance understanding in the021
field but also set a new standard for evaluat-022
ing the creative problem-solving potential of023
LLMs. The dataset and code are available024
at: https://anonymous.4open.science/r/LLM-025
creativity-Benchmark/.026

1 Introduction027

Creativity, a pivotal research topic within cogni-028

tive science, plays an essential role in enhancing029

our understanding of human behavior, cognitive030

processes, and innovation capacity across various031

domains including arts and sciences. The explo-032

ration of creativity extends beyond mere theoretical033

inquiry, influencing practical applications and tech-034

nological advancements.035

Within the broad spectrum of creativity research,036

creative problem-solving (CPS) emerges as a crit-037

ical focus. This field particularly emphasizes038

the synthesis of divergent thinking—generating a039

multitude of potential solutions—and convergent040

thinking—implementing the most effective solu-041

Figure 1: The overall framework of the creative-problem
solving benchmark.

tions (Couger et al., 1993; Guilford, 2017). CPS 042

is thus integral to developing processes that en- 043

hance innovation by effectively combining expan- 044

sive ideation with focused problem resolution. 045

In the context of large language models (LLMs), 046

the relevance of CPS skills has notably increased, 047

marking a pivotal advancement towards Artificial 048

General Intelligence (AGI). Models such as GPT- 049

4 (Achiam et al., 2023) have showcased profound 050

capabilities in generating complex, contextually 051

relevant content, thereby serving as creative collab- 052

orators. This is particularly evident in sectors like 053

consulting and AI-driven scientific research, for 054

instance, AI4Science, where they facilitate inno- 055

vative problem-solving and decision-making pro- 056

cesses (Anishchenko et al., 2021). 057

Recent studies have ventured into exploring and 058

enhancing the CPS capabilities of LLMs, scruti- 059

nizing their performance across a diverse array 060

of tasks. These tasks range from the Alternate 061

Uses Task (AUT) (Tian et al., 2023), humor anal- 062

ysis (Zhong et al., 2023), and Divergent Thinking 063

Assessment (DAT) (Olson et al., 2021), to the Re- 064

mote Associates Test (RAT) (Mednick, 1962), Tor- 065
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rance Tests of Creative Thinking (TTCT) (Guzik066

et al., 2023), and specialized applications like pro-067

tein design (Anishchenko et al., 2021). Each of068

these tasks contributes to a broader understanding069

of the creative spectrum these models can engage,070

offering insights into their versatility and adaptabil-071

ity in generating innovative solutions.072

Despite the progress, evaluating the CPS pro-073

ficiency of LLMs remains fraught with chal-074

lenges. The traditional assessment methods such075

as DAT, AUT, TTCT, and RAT, primarily de-076

signed for human evaluation, often fail to capture077

the unique problem-solving dynamics inherent in078

LLMs. Moreover, the inherent complexity of CPS,079

which requires the integration of divergent and con-080

vergent thinking processes, is not fully addressed081

as most studies focus predominantly on one phase082

over the other. This oversight restricts a holistic083

assessment of LLMs’ capabilities in creative tasks.084

Additionally, the scarcity of open-source datasets085

and lack of standardized metrics further complicate086

the evaluation landscape, significantly impacting087

the ability to measure and optimize LLMs across088

various model architectures and settings.089

To bridge these gaps, our study embarks on a090

comprehensive evaluation of CPS within LLMs.091

It begins with an extensive review of existing re-092

search on LLM-based creative methodologies, clar-093

ifying the definitions and expanding the scope of094

CPS within this specific context, aiming to set the095

stage for a deeper understanding of how creative096

processes can be measured and enhanced in LLMs.097

Following this, a novel open-source dataset focused098

on open-ended questions, encompassing both gen-099

eral and domain-specific inquiries, has been devel-100

oped. This dataset is meticulously crafted to rig-101

orously evaluate the creative capabilities of LLMs,102

fostering a more nuanced understanding of their103

potential.104

Building on this dataset, a benchmark has been105

constructed to assess CPS in LLMs, integrating a106

set of multi-view assessment metrics. These met-107

rics are tailored to evaluate both traditional creative108

tasks and open-ended question responses, facili-109

tating a comprehensive examination of LLM per-110

formance. Extensive experimentation using this111

benchmark has allowed for a thorough evaluation112

of various LLMs, elucidating their strengths and113

weaknesses in handling CPS tasks.114

Finally, drawing on empirical findings and theo-115

retical insights, strategies aimed at refining the CPS116

capacities of LLMs have been formulated. These117

strategies are designed to enhance both the diver- 118

gent and convergent thinking abilities inherent in 119

LLMs, striving for a more balanced and effective 120

output in creative problem-solving. Subsequent 121

experiments have confirmed the efficacy of these 122

optimization strategies, showcasing noticeable im- 123

provements in the performance of LLMs across a 124

spectrum of CPS tasks. 125

2 Preliminary and Related Work 126

2.1 Definition of Creativity 127

The concept of creativity has been defined in myr- 128

iad ways, with over 100 different definitions identi- 129

fied in the literature (Treffinger, 1998). However, 130

the vast majority of studies on creativity tend to 131

focus on a small subset of these definitions. In cog- 132

nitive science, creativity is commonly examined 133

from four distinct angles: the cognitive processes 134

involved in creative thinking (referred to as ‘pro- 135

cess’ in this paper), the traits of creative individuals 136

(‘person’), the outcomes of creative efforts (‘prod- 137

uct’), and the interplay between a creative individ- 138

ual and their environment (‘press’) (Couger et al., 139

1993). This paper concentrates on the ’process’ 140

and ’product’ aspects of creativity as they are most 141

relevant to the analysis of LLMs, while the ’person’ 142

and ’press’ aspects are more pertinent to studies of 143

human creativity. 144

The process perspective of creativity, as defined 145

by (Torrance, 1977), involves recognizing prob- 146

lems or knowledge gaps, formulating hypotheses, 147

testing and validating these hypotheses, and shar- 148

ing the results. Another perspective by (Med- 149

nick, 1962) suggests that creativity entails merg- 150

ing associative elements into new configurations 151

that meet the demands of a specific task. Addi- 152

tionally, (Guilford, 2017) describes creativity as a 153

problem-solving activity, distinguishing between 154

divergent and convergent cognitive operations. Di- 155

vergent production is marked by a broad search 156

for various logical solutions to open-ended issues, 157

whereas convergent production focuses on a nar- 158

row search for a single, precise answer to a specific 159

problem, highlighting that divergent processes are 160

more closely linked to effective creative thinking. 161

From the product-oriented perspective, (Khatena 162

and Torrance, 1973) views creativity as the ability 163

to construct or organize ideas, thoughts, and emo- 164

tions into unusual and associative links through 165

imaginative power. (Gardner, 2011) argues that 166

creative individuals are capable of solving prob- 167
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lems, creating products, or posing new questions in168

ways that are both novel and culturally appropriate.169

Creativity is also seen as the capability to generate170

or devise something original and suitable to task171

constraints, which is also high in quality, useful,172

aesthetically appealing, and novel.173

Despite the diversity of perspectives, this paper174

follows the definition by (Guilford, 2017), and pro-175

poses a formal definition of creativity tailored to176

the task characteristics of LLMs. Based on the177

prevailing definitions in cognitive science and cre-178

ativity studies, we define creativity as the capacity179

to generate diverse and novel ideas or solutions dur-180

ing the divergence phase, followed by the ability to181

refine and select the most valuable and applicable182

ones during the convergence phase. Specifically,183

divergent thinking refers to the process of gener-184

ating a wide array of possible ideas, solutions, or185

associations without immediate constraints on fea-186

sibility or practicality. This is particularly crucial187

for the initial phase of creative tasks where poten-188

tial is maximized. On the other hand, convergent189

thinking involves the critical evaluation and narrow-190

ing down of choices to identify the most effective,191

practical, and innovative outcomes. This two-phase192

approach allows for a comprehensive assessment193

of an LLM’s creativity, capturing both its genera-194

tive and evaluative capacities. Thus, creativity in195

LLMs can be conceptualized as the interplay and196

balance between these two cognitive phases, en-197

abling the generation of solutions that are not only198

original but also appropriate and useful for given199

constraints.200

2.2 Related Work201

2.2.1 Approaches for Measuring Creativity202

Measuring creativity within the domain of cogni-203

tive science presents considerable challenges, pri-204

marily due to its subjective nature and the diverse205

environments in which it manifests. Among the206

myriad approaches developed to quantify creativ-207

ity, this section focuses on the process and prod-208

uct dimensions, particularly highlighting the Tor-209

rance Tests of Creative Thinking (TTCT) (Tor-210

rance, 1977), Divergent Thinking Tests (DAT) (Ol-211

son et al., 2021), and the Remote Associates Test212

(RAT) (Mednick, 1962). The TTCT and DAT213

are instrumental in assessing the creative process.214

These tests measure ideational fluency through215

tasks that require participants to generate as many216

responses as possible to open-ended questions. The217

responses are evaluated based on fluency (the num- 218

ber of responses), originality (statistical rarity of 219

the responses), flexibility (variety of categories the 220

responses fall into), and elaboration (detail of the 221

responses). Such divergent thinking tests are de- 222

signed not just to gauge the quantity but also the 223

quality of creative responses, reflecting an indi- 224

vidual’s capacity to navigate through ill-structured 225

problems creatively. On the other hand, the RAT 226

focuses on convergent thinking by evaluating the 227

ability to form novel and useful combinations from 228

seemingly unrelated elements. This task challenges 229

participants to bridge associative gaps, reflecting a 230

different dimension of creative thought that empha- 231

sizes synthesis over generation. 232

Despite their widespread use, the psychometric 233

foundations and cognitive underpinnings of these 234

tests, particularly convergent thinking tasks, con- 235

tinue to stir debate within the research community. 236

2.2.2 Research on Creativity in Large 237

Language Models 238

The aforementioned section outlines methodolo- 239

gies for measuring human creativity within the do- 240

main of cognitive science. However, due to inher- 241

ent differences between LLMs and humans, these 242

traditional methods may lead to irrelevant or logi- 243

cally flawed responses when applied to LLMs. This 244

discrepancy necessitates a critical examination of 245

these methods, leading us to question: How can 246

we adapt these measures to effectively evaluate the 247

creativity of LLMs? Given the burgeoning potential 248

of LLMs, researchers have explored two primary 249

types of approaches for assessing their creativity. 250

The first approach involves adapting established 251

cognitive science techniques to LLM contexts. For 252

instance, (Stevenson et al., 2022) utilized the Al- 253

ternative Uses Task (AUT) to compare the creative 254

outputs of GPT-3 with those of humans, finding 255

that humans generally produced more creative re- 256

sponses. Further, (Summers-Stay et al., 2023) re- 257

fined this approach by evaluating the originality 258

and practicality of responses previously generated 259

by GPT-3. Despite GPT-3’s ability to generate 260

compelling ideas, it struggled with discarding im- 261

practical ones. Another study by (Naeini et al., 262

2023) curated a dataset from the British quiz show 263

Only Connect, serving as an analogical proxy for 264

RAT tasks, to assess creative problem-solving in 265

LLMs. (Cropley, 2023; Chen and Ding, 2023) com- 266

pared the creativity of GPT-4 and GPT-3.5 using 267

DAT against human norms. Contrarily, (Góes et al., 268
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2023) introduced an interactive method that enables269

GPT-4 to autonomously refine its creative outputs,270

employing both AUT and TTCT visual completion271

tasks.272

The second approach involves devising entirely273

new methodologies tailored for LLMs. (Wang274

et al., 2024) theoretically demonstrated that LLMs275

could achieve human-level creativity by fitting data276

generated by human creators. They introduced con-277

cepts of ‘relative creativity’—where an LLM is278

considered as creative as a realistic human creator279

if its outputs are indistinguishable by an evalua-280

tor—and ‘statistical creativity’, which assesses how281

an LLM’s creativity compares to existing human282

creators. Furthermore, (Lee, 2023) developed a283

mathematical framework to explore the trade-off284

between hallucination and creativity in LLMs, pro-285

viding a rigorous analysis of the phenomenon.286

Despite the growing interest in LLM creativity,287

the field requires more comprehensive benchmarks288

to deepen our understanding and enhance the as-289

sessment of creativity in LLMs.290

3 Dataset Construction291

For the Open-ended QA dataset, we have adopted292

the domain selections from the previous re-293

search (Li et al., 2024), incorporating a general do-294

main to cover a wide array of topics alongside four295

representative specialized domains: Finance, Sci-296

ence, Education, and Biology. We employ GPT-4297

as an examiner to generate diverse and high-quality298

questions across these domains. For each domain,299

GPT-4 is prompted to produce 100 unique ques-300

tions. However, the varying capabilities of GPT-4301

across different specialized domains raise impor-302

tant considerations regarding the consistency of303

question quality. These discrepancies are likely due304

to the model’s inherent strengths and weaknesses305

in handling domain-specific knowledge, which can306

significantly impact the quality and relevance of307

the questions it generates.308

Inspired by previous research detailed in (Ding309

et al., 2023), we have designed a structured prompt310

approach that divides each question into four com-311

ponents: the stakeholder (the entity the question is312

directed towards or about), the context (the scenario313

or background information relevant to the ques-314

tion), the goal (what the question aims to achieve315

or uncover), and the obstacle (any challenges or316

complications inherent to the question). This struc-317

tured prompt approach is designed to foster clearer,318

more targeted, and ultimately higher-quality ques- 319

tions by aligning them more closely with real-world 320

issues and theoretical considerations. Furthermore, 321

our prompt incorporates few-shot learning, a tech- 322

nique that involves presenting the model with a few 323

examples within the prompt, thereby enhancing the 324

quality of the questions it generates. 325

Additionally, we modify the prompt every 20 326

questions during the question generation process. 327

Specifically, since we structure the questions into 328

four components and utilize few-shot learning, we 329

alter the prompt to either closely align with or 330

greatly differ from the components in the few-shot 331

examples. This approach helps to ensure that the 332

questions generated are as diverse as possible. Fi- 333

nally, we employ GPT-4 to reorganize and rewrite 334

the four components into a cohesive and logically 335

structured question, the examples are shown in Ta- 336

ble 1 The detailed prompt examples can be found 337

in Appendix A.1. 338

4 LLM Creativity Benchmark 339

In this section, we discuss the methodology for 340

evaluating LLM creativity, including the tasks 341

of Open-ended Question Answering (Open-ended 342

QA), DAT, and RAT. This includes the construction 343

of specifically chosen datasets and the design of 344

evaluation metrics to assess divergent and conver- 345

gent thinking capabilities of creativity. 346

4.1 Experiment Settings 347

4.1.1 Evaluation Tasks and Datasets 348

The benchmark is structured to evaluate the cre- 349

ativity of LLMs across divergent and convergent 350

thinking stages using three tasks: Open-ended QA, 351

DAT, and RAT. Each task is chosen for its relevance 352

to specific cognitive processes and is supported by 353

carefully selected datasets. 354

The Open-ended QA task is central to our eval- 355

uation framework as it simultaneously assesses 356

LLMs’ abilities in both divergent and convergent 357

thinking. This task requires models to generate in- 358

novative solutions to novel problems, thereby test- 359

ing their creative output in unstructured scenarios. 360

The dataset for Open-ended QA is a multi-domain 361

collection that we have specifically curated in Sec- 362

tion 3. It presents a broad range of challenges 363

designed to elicit original and practical solutions 364

from the models, ensuring a comprehensive test 365

of their ability to navigate and respond to diverse 366

queries. 367
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Prompt
Please generate a new situation in {Finance, Science, Education, Biology,
General} domain that has a very different (stakeholder, context) but very
similar (goal, obstacle) based on the input:.

Few-shot
example

Stakeholder: a patient who has a malignant tumor in his stomach
Context: ray at low intensity is insufficient to destroy the tumor
Goal: destroy the tumor without affecting the healthy tissue
Obstacle: ray at high intensity will also destroy healthy tissue

Finance

As a financial analyst at a renewable energy company dealing with fluctuating
energy market prices, how can I maximize investment returns on renewable
projects given the unpredictability of government policies affecting energy
sector profitability?

Education
As a math tutor working with students who have math anxiety, how can I help
students gain confidence and improve their math skills while making math
accessible and engaging to alleviate anxiety and build competence?

Science
As a pharmacologist developing new antiviral drugs, how can I create effective
treatments for emerging viral infections while balancing drug efficacy with
minimal side effects in a rapidly changing viral landscape?

Biology
As an allergist developing a new allergy immunotherapy, how can I provide
long-term relief from allergies without the treatment triggering severe allergic
reactions during the desensitization process?

Table 1: Generated example of different domain questions

Together, these tasks and their corresponding368

datasets provide a comprehensive framework for369

assessing the creative capacities of LLMs across370

different dimensions of thought.371

4.1.2 Model Selection372

This study encompasses a diverse range of LLMs373

to ensure a comprehensive evaluation of their cre-374

ative capabilities. The selection of models is based375

on several criteria, including model architecture376

and parameter count. In the closed-source cate-377

gory, we have chosen widely used models such378

as GPT-3.5 and GPT-4, which represent some of379

the most advanced capabilities in LLM technology.380

Their inclusion is crucial for benchmarking state-381

of-the-art performance in creativity tasks within382

proprietary models. For open-source models, our383

selection is guided by the popularity and usage met-384

rics from repositories like Hugging Face, ensuring385

that the models included, such as LLAMA-2 and386

Yi, are not only representative of current commu-387

nity engagement but also of varied architectural ap-388

proaches. Specifically, we have included multiple389

versions of LLAMA-2 (i.e., 7b, 13b, and 70b) and390

Yi (i.e., 6b and 34b) to analyze the impact of model391

size on creative output. Additionally, models like392

Qwen1.5-14b, BaiChuan2-13b, and Chatglm2-6b393

are chosen to broaden the evaluation spectrum fur-394

ther, allowing us to explore how different training395

methodologies and design principles affect creative 396

performance. This varied selection of models, span- 397

ning different architectures and sizes, provides a 398

robust foundation for assessing and comparing the 399

creative capabilities of LLMs under a standardized 400

set of tasks and metrics. 401

4.1.3 Evaluation Metrics 402

Several methods are commonly used to evaluate 403

QA tasks within LLMs, notably including Likert 404

scale scoring (Joshi et al., 2015). In developing 405

our benchmark, we are inspired by the Likert scale 406

method and the established framework from cre- 407

ativity research in cognitive science, as discussed 408

in (Boden, 1994). We have devised a set of met- 409

rics specifically designed to evaluate the creativity 410

of LLMs. Our creativity metrics function as an 411

absolute evaluative measure, where the evaluator 412

assigns scores to a given response along predefined 413

dimensions. We have identified two main aspects 414

of creativity and established four distinct dimen- 415

sions within each aspect of our dataset. 416

For individual answer evaluation, we assess 417

the divergent and convergent thinking abilities of 418

LLMs through carefully chosen metrics. For di- 419

vergent thinking, we measure Fluency, Novelty, 420

Flexibility, and Richness. Each of these metrics 421

serves a specific purpose: Fluency quantifies the 422

volume of ideas, Novelty evaluates the uniqueness, 423
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Flexibility assesses the variety across categories,424

and Richness gauges the depth of the ideas, as sup-425

ported by studies such as (Guzik et al., 2023; Zhao426

et al., 2024). For convergent thinking, we apply427

metrics including Problem Solving, Strategic Think-428

ing, Decision Making, and Self-Efficiency, which429

are chosen based on their emphasis in recent cogni-430

tive research (Du, 2023), ensuring that each metric431

contributes to a comprehensive understanding of432

how LLMs manage and optimize creative outputs.433

All of these metrics are scored on a scale of 1 to434

10, ranging from worst to best.435

Moving beyond single-answer analysis, we com-436

pute a Divergence Degree and a Convergence De-437

gree for each model from multiple responses, aim-438

ing to not only evaluate isolated instances of cre-439

ativity but also to understand the broader creative440

process. The final scores for each dimension of the441

model are calculated as the average of all problem442

scores. Both of the two metrics are scored on a443

scale of 1 to 5, ranging from worst to best. De-444

tailed descriptions and settings for these metrics445

are provided in Appendix A.2.446

4.1.4 Evaluation Methodology447

In our study, we prompt 11 LLMs to generate an-448

swers to questions in the open-ended QA dataset.449

The objective was to generate five answers per ques-450

tion, with each answer strictly limited to no more451

than 150 words. This constraint was aimed to main-452

tain focus and conciseness in the answers provided.453

Following the answer generation phase, we uti-454

lized two advanced LLMs, GPT-4 and LLaMA3-455

70b, to evaluate the answers. These models were456

selected based on their proven capabilities in under-457

standing and processing natural language, making458

them suitable for the task of assessing the quality459

of the answers generated by other LLMs.460

However, there are some works (Bai et al., 2024)461

that raise significant concerns regarding the reliabil-462

ity of LLMs as evaluators. Their sensitivity to the463

specific textual instructions and inputs they receive464

can lead to inconsistencies. For instance, when465

the order of answers is altered during the evalua-466

tion process, it has been observed that the same467

model may provide different scores for the same468

set of answers. This variability indicates a potential469

vulnerability in the evaluation process, where the470

models could be manipulated to produce biased or471

unreliable evaluations.472

To mitigate these challenges and enhance the473

reliability of our assessment, we have implemented474

Figure 2: Visualization of LLM performance across
divergent and convergent phases.

a refined approach involving pairwise comparison, 475

specifically ranking, to enhance our assessment 476

methodology. Instead of merely scoring the an- 477

swers, each LLM (i.e., GPT-4, LLAMA3-70b) was 478

also required to rank the answers within each group. 479

This ranking process forces the models to directly 480

compare answers against each other, which helps in 481

reducing the impact of the order in which answers 482

are presented. This method of pairwise comparison 483

and ranking serves to standardize the evaluation 484

process, ensuring that each answer is judged in 485

relation to others in its group, thereby fostering a 486

more consistent and fair assessment. 487

4.2 Main Experiment Results 488

In general, a comparison of the creative problem- 489

solving abilities across different models reveals 490

significant performance disparities. GPT-4 out- 491

performs other models in both the divergent and 492

convergent phases, underscoring its leading posi- 493

tion in these tasks. Additionally, among models 494

with similar parameter sizes—Yi-6b, ChatGLM- 495

6b, LLAMA2-7b, and Qwen1.5-14b in one group, 496

and BaiChuan2-13b and LLAMA-2-13b in an- 497

other—there are notable performance variations 498

within each group. This further validates the im- 499

pact of model architecture on performance. 500

4.2.1 Model Performance Visualization 501

To thoroughly assess the correlation between di- 502

vergent and convergent phases and overall model 503

performance, we adopted the Analytic Hierarchy 504

Process (AHP) as detailed in (Chulvi et al., 2013). 505

This methodology allows us to compute weights 506

and conduct consistency checks for the metrics 507

associated with each phase. The specific computa- 508

tional steps are fully documented in Appendix A.3. 509
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Model Divergent Phase Convergent Phase

Flu. Nov. Flex. Rich. Div. D. P. S. S. T. D. M. S. E. Conv. D.

LLAMA-2-7b 7.88 6.82 7.26 7.08 3.21 6.83 6.41 6.56 6.42 3.61
LLAMA-2-13b 8.01 6.76 7.40 7.15 3.34 7.11 6.71 6.92 6.74 3.78
LLAMA-2-70b 8.12 6.85 7.77 7.40 3.46 7.41 6.85 7.30 6.88 4.07

LLAMA-3-70b 7.55 6.79 7.50 7.16 3.30 7.32 6.87 7.28 7.00 4.13

ChatGLM-6b 6.18 5.55 5.65 6.12 2.96 5.85 5.96 6.23 5.76 3.47

Qwen1.5-14b 8.11 7.41 7.88 7.18 3.71 7.15 6.99 7.08 7.00 3.89

Yi-6b 7.78 6.69 7.16 7.11 3.28 7.03 6.62 6.49 6.17 3.67
Yi-34b 8.06 7.41 7.50 7.84 3.93 7.26 6.90 7.04 6.93 3.91

BaiChuan2-13b 8.03 6.97 7.66 7.79 3.64 6.48 6.82 6.74 6.12 3.73

GPT 3.5 8.23 6.69 7.51 7.51 4.02 7.27 6.94 7.39 7.18 4.20
GPT-4 8.17 7.54 7.61 8.07 4.76 7.58 7.08 7.37 7.27 4.41

Table 2: Experiment results for LLMs in Open-ended question answering. Abbreviations used are: Flu. (Fluency),
Nov. (Novelty), Flex. (Flexibility), Rich. (Richness), Div. D. (Divergent Degree), P. S. (Problem Solving), S. T.
(Strategic Thinking), D. M. (Decision Making), S. E. (Self Efficiency), and Conv. D. (Convergent Degree). Bold:
the best result; Underline: the runner-up result.

Figure 3: Relationship between models of the same
series with different parameter sizes.

Utilizing these weights alongside macro indicators510

such as divergent degree and convergent degree,511

we have computed an aggregated evaluation index512

consisting of both a divergent score and a conver-513

gent score. These scores are visually represented as514

shown in Figure 2, which enables an intuitive com-515

parison of different models’ performances. The516

graph clearly demonstrates a positive correlation517

between the models’ divergent and convergent ca-518

pabilities, highlighting how strengths in one dimen-519

sion often correspond to strengths in the other.520

4.2.2 Impact of LLM Parameter Size521

Analysis from the perspective of parameter size522

reveals a consistent trend, as demonstrated in the523

main experiment and detailed in Figure 3. Within524

the same architectural framework, there is a posi- 525

tive correlation between the performance of LLMs 526

in both the divergent and convergent phases and 527

their parameter size. This relationship suggests that 528

as models increase in scale, their ability to handle 529

complex creative problem-solving tasks improves 530

significantly. This performance trend adheres to the 531

scaling law (Kaplan et al., 2020), underscoring the 532

critical role of parameter size in enhancing model 533

capabilities. The correlation highlights the impor- 534

tance of scaling up models to achieve higher effi- 535

ciency and effectiveness in creative tasks, thereby 536

validating the scaling law’s applicability to creative 537

performance metrics in LLMs. 538

4.3 Domain-Specific Open QA Results 539

The comparative analysis across domains, as il- 540

lustrated in Figure 4, underscores distinct domain- 541

specific performances among the models. In do- 542

mains like General and Edu, models such as GPT-4 543

consistently exhibit superior divergent and conver- 544

gent phase scores, indicating a robust ability to gen- 545

erate novel ideas and connect disparate concepts 546

effectively. Conversely, models like ChatGLM-6b 547

show lower performance across most domains but 548

notably lag in Sci and Bio, suggesting limitations 549

in domains requiring highly specialized knowledge. 550

The Fin domain presents a middle ground, with 551

no single model dominating, reflecting a balanced 552

7



Figure 4: Radar charts displaying divergent and conver-
gent phase scores of LLMs across five domains. Each
plot illustrates domain-specific performance differences.

challenge in creativity and associative thinking553

tasks. These observations highlight the necessity of554

domain-specific tuning and evaluation to optimize555

models for varied Open QA applications.556

4.4 DAT and RAT Experiments557

This study extends its assessment of LLM creative558

capabilities by incorporating the DAT and the RAT,559

which evaluate divergent and convergent thinking560

abilities, respectively.561

The DAT evaluates LLMs’ ability to generate562

multiple creative ideas, focusing on fluency, flexi-563

bility, and originality. In this experiment, models564

are prompted to produce ten sets of unrelated nouns,565

totaling 100 groups. This format isolates semantic566

creativity by minimizing syntactic influence, ensur-567

ing the focus remains on the generative aspect of568

creativity. The DAT leverages datasets designed to569

elicit a high volume of diverse responses, consis-570

tent with benchmarks established in prior creativity571

research (Olson et al., 2021).572

Conversely, the RAT assesses convergent think-573

ing by challenging models to find connections574

among sets of three seemingly unrelated words575

and to generate a fourth word that links them all.576

This task tests the models’ ability to synthesize and577

integrate disparate information into coherent out-578

comes. The RAT datasets are derived from classical579

studies (Bowden and Jung-Beeman, 2003), align-580

ing the evaluation with well-validated measures of581

associative thinking.582

Performance in the RAT is quantified by mea-583

suring the semantic distance between the model’s584

output and the correct associative word from the585

dataset, providing a precise metric of associative586

accuracy. This measurement approach ensures a587

detailed and comparative analysis of the LLMs’588

proficiency in both generating novel ideas and syn-589

thesizing information.590

For both the DAT and RAT tasks, metrics are di-591

Model DAT Score RAT Score

LLAMA-2-7b 67.94 52.77
LLAMA-2-13b 70.37 46.81
LLAMA-2-70b 78.71 36.57

LLAMA-3-70b 77.85 35.15

Qwen1.5-14b 74.90 44.55

Yi-6b 67.01 55.39
Yi-34b 75.68 32.44

BaiChuan2-13b 71.64 46.33

Chatglm2-6b 62.13 58.06

GPT-3.5 82.10 30.95
GPT-4 87.70 24.72

Table 3: Results from DAT and RAT experiments.

rectly adopted from previous studies (Olson et al., 592

2021; Mednick, 1962), using established bench- 593

marks to maintain consistency with recognized 594

methods in creativity assessment. The detailed 595

formulation can be found in Appendix A.4 596

The results from the DAT and RAT experiments 597

reveal significant performance differences across 598

models, highlighting their distinct capabilities in 599

divergent and convergent thinking. GPT-4 excels 600

in both tasks, reflecting its advanced ability to gen- 601

erate and connect ideas, likely due to its larger 602

parameter size and advanced training. Conversely, 603

LLAMA-2-70b and GPT-3.5 show a trade-off be- 604

tween high creativity and lower associative accu- 605

racy. Interestingly, the Chatglm2-6b scores sug- 606

gest a specialization in associative thinking despite 607

lower creativity scores. Overall, the performance 608

trends observed here align with those seen in open- 609

ended QA tasks, suggesting consistent model be- 610

haviors across different creative assessment. 611

5 Conclusion 612

This study presents a comprehensive benchmark 613

that integrates an open-ended QA dataset with tra- 614

ditional creativity tasks, designed to assess the 615

creative problem-solving abilities of LLMs across 616

both divergent and convergent thinking phases. By 617

employing multi-dimensional evaluation metrics, 618

this benchmark effectively measures the capabili- 619

ties of LLMs in relation to their architecture, param- 620

eter size, and domain-specific expertise, thereby 621

advancing our understanding of creative cognition 622

in AI and setting a new standard for evaluating AI 623

creativity in fields. 624

8



6 Limitations625

This study, while pioneering in its approach to eval-626

uate creative problem-solving abilities of LLMs, ac-627

knowledges several limitations. Firstly, our explo-628

ration of creativity is confined to creative problem-629

solving within the scope of divergent and conver-630

gent thinking. Creativity is a multifaceted phe-631

nomenon that encompasses a broader spectrum of632

cognitive abilities and expressions which are not633

fully covered in this study. Further research is634

required to explore these dimensions comprehen-635

sively. Secondly, the current benchmarks, though636

effective, are primarily empirical. Future studies637

should aim to integrate theoretical frameworks or638

mechanisms that can provide deeper insights into639

the underlying processes that govern creativity in640

LLMs, thus enhancing our understanding and the641

evaluation of creative capacities in artificial intelli-642

gence.643
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A Appendix 772

A.1 Prompt Examples of Open-Ended QA 773

Dataset Construction and Evaluation 774

A.1.1 Question Generation 775

Please generate a new situation in {Finance, Sci- 776

ence, Education, Biology, General} domain that 777

has a very different (stakeholder, context) but very 778

similar (goal, obstacle) based on the input: 779

Input: 780

Stakeholder: a patient who has a malignant tu- 781

mor in his stomach 782

Context: ray at low intensity is insufficient to 783

destroy the tumor 784

Goal: destroy the tumor without affecting the 785

healthy tissue 786

Obstacle: ray at high intensity will also destroy 787

healthy tissue 788

A.1.2 Question Rewrite 789

You are a good writer. Please help me rewrite 790

the given paragraph into a complete and coherent 791

question. The rewritten question should include 792

all the key points and details without introducing 793

any additional information. Strive to make your 794

rewritten content clear and concise. Paragraph: 795

{original paragraph} 796

A.1.3 Answer Generation 797

You are an expert in {Finance, Science, Education, 798

Biology, General} domain, for a question, please 799

give 5 creative solutions very concisely. Use as few 800

steps as possible and each answer should ideally be 801

less than 100 words. Question: {original question} 802

A.1.4 Divergence Evaluation 803

You are a fair assessment expert, and you will be 804

given one question along with 5 different answers. 805

Your task involves evaluating answers using a set of 806

specific criteria to ensure a fair and comprehensive 807

assessment. Please follow these guidelines when 808

scoring and ranking the answers: 809

a. Each answer should be evaluated in relation 810

to its corresponding question. Assume your under- 811

standing of the question is correct for the purpose 812

of this evaluation. 813

b. You should rate the answer on on four distinct 814

metrics. Assign a score between 1 and 10, with 10 815

being the highest: 816

1. Fluency: Judge how smoothly and naturally 817

the answer reads. Assess whether the language 818

used is clear, engaging, and free from awkward 819

phrasing or grammatical errors. 820
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2. Novelty: Evaluate the originality of the con-821

tent. Consider whether the answer provides unique822

insights or perspectives not commonly found in823

standard responses.824

3. Flexibility: Determine the adaptability of825

the answer in addressing different aspects of the826

question. This involves considering whether the827

response can be interpreted positively in various828

contexts or under different assumptions.829

4. Richness: Assess the depth and detail of the830

answer. Check whether it covers the subject com-831

prehensively, including all relevant points and nec-832

essary explanations.833

You should only give the score and the rank of834

each answer, Format like: Fluency: 3, Rank: 1.835

There is no need to explain the reasoning behind836

each score. After scoring and ranking, please pro-837

vide a final score between 1 and 5 for the diversity838

of these five answers. Format like: diversity: 5839

Important Note: Ensure that each score is based840

on the answer’s own merits, not in comparison to841

other answers. The ranking should reflect the rel-842

ative quality of the answers, but the scores should843

be fair and independent of each other.844

Question: {Question} Answer1: {An-845

swer1}Answer2: {Answer2} Answer3: {Answer3}846

Answer4: {Answer4} Answer5: {Answer5}847

A.1.5 Convergence Evaluation848

you are a fair assessment expert, and you will be849

given one question along with 5 different answers.850

Your task involves evaluating answers using a set of851

specific criteria to ensure a fair and comprehensive852

assessment. Please follow these guidelines to score853

and rank the answers:854

a. Each answer should be evaluated in relation855

to its corresponding question. Assume your under-856

standing of the question is correct for the purpose857

of this evaluation.858

b. You should rate the answer on four distinct859

metrics. Assign a score between 1 and 10, with 10860

being the highest:861

1.Problem Solving: Assess how effectively the862

response addresses and resolves the core issue pre-863

sented in the question. Consider the creativity and864

practicality of the proposed solutions.865

2. Strategic Thinking: Evaluate the response’s866

demonstration of long-term planning and foresight.867

Look for evidence of a thoughtful approach that868

considers various factors and potential outcomes.869

3. Decision Making: Determine the decisiveness870

and rationale behind the choices made within the871

response. Assess how well the response justifies 872

these decisions based on the information provided. 873

4. Self Efficiency: Judge the confidence and 874

independence exhibited in the response. Consider 875

how the responder demonstrates capability and 876

resourcefulness in addressing the question. 877

You should only give the score and the rank of 878

each answer, Format like: Problem Solving: 7, 879

Rank: 1 There is no need to explain the reason- 880

ing behind each score. After scoring and ranking, 881

please provide a final score between 1 and 5 for 882

the convergence of these five answers. Format like: 883

convergence: 4 884

Important Note: Ensure that each score is based 885

on the answer’s own merits, not in comparison to 886

other answers. The ranking should reflect the rel- 887

ative quality of the answers, but the scores should 888

be fair and independent of each other. 889

Question: {Question} Answer1: {An- 890

swer1}Answer2: {Answer2} Answer3: {Answer3} 891

Answer4: {Answer4} Answer5: {Answer5} 892

A.2 Detailed Description of DAT and RAT 893

task 894

A.2.1 Words Generation 895

Prompt of DAT: Please write 10 nouns in English 896

that are as irrelevant from each other as possible, 897

in all meanings and uses of the words. Please note 898

that the words you write should have only single 899

word, only nouns (e.g., things, objects, concepts), 900

and no proper nouns (e.g., no specific people or 901

places). 902

Prompt of RAT: Please provide a word that is 903

semantically related to each of the three terms I 904

will give you, ensuring that the relationship is as 905

close as possible to all three. 906

A.3 Determining Weights of Indicators using 907

Analytic Hierarchy Process (AHP) 908

To determine the relative importance of various 909

indicators in both the Divergent Phase and Con- 910

vergent Phase of our study on creative problem- 911

solving, we employed the Analytic Hierarchy Pro- 912

cess (AHP). Below, we detail the steps taken to 913

derive the weights for each indicator, ensuring con- 914

sistency in our judgments. 915

A.3.1 Divergent Phase 916

The indicators for the Divergent Phase were: Flu- 917

ency, Novelty, Flexibility, and Richness. We con- 918

ducted pairwise comparisons of these indicators to 919
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construct the judgment matrix, followed by consis-920

tency analysis and adjustment.921

Pairwise Comparisons

Adivergent =


1 1

3
1
2

1
2

3 1 3 2
2 1

3 1 1
2

2 1
2 2 1

 (1)922

Priority Vector and Consistency Ratio Using923

the principal eigenvector method, we obtained the924

priority vector and checked the consistency ratio925

(CR).926

Priority Vector: [0.1190, 0.4512, 0.1689, 0.2609]927

Max Eigenvalue: λmax = 4.0710928

Consistency Ratio (CR): CR = 0.0260929

Since the CR is less than 0.1, the consistency of930

our judgment matrix is acceptable.931

A.3.2 Convergent Phase932

The indicators for the Convergent Phase were:933

Problem Solving, Strategic Thinking, Decision934

Making, and Self Efficiency. Similar steps were935

followed as in the Divergent Phase.936

Pairwise Comparisons

Aconvergent =


1 3 3 2
1
3 1 1 1

2
1
3 1 1 1

2
1
2 2 2 1

 (2)937

Priority Vector and Consistency Ratio

Priority Vector: [0.4554, 0.1409, 0.1409, 0.2628]938

Max Eigenvalue: λmax = 4.0104939

Consistency Ratio (CR): CR = 0.0038940

After adjustments, the CR is less than 0.1, indi-941

cating acceptable consistency in our judgments.942

A.3.3 Conclusion943

The AHP method allowed us to systematically de-944

rive the weights for the indicators in both the Di-945

vergent and Convergent Phases, ensuring that our946

judgments were consistent and reliable. The final947

weights for each phase are as follows:948

• Divergent Phase:949

– Fluency: 0.1190950

– Novelty: 0.4512 951

– Flexibility: 0.1689 952

– Richness: 0.2609 953

• Convergent Phase: 954

– Problem Solving: 0.4554 955

– Strategic Thinking: 0.1409 956

– Decision Making: 0.1409 957

– Self Efficiency: 0.2628 958

These weights were then used to evaluate and 959

compare the creative problem-solving capabilities 960

of the models under study. 961

A.4 Formulation of DAT and RAT 962

The DAT score, for instance, is calculated as the 963

average cosine distance between word embeddings 964

of the given nouns, formalizing the evaluation of 965

the models’ creative output. 966

DAT =
100

n(n− 1)

n∑
i,j
i ̸=j

(1− cos(wi, wj)) (3) 967

Similarly, given n samples, denote the gener- 968

ated word embeddings wi and the label word em- 969

beddings li, the RAT score can be calculated as 970

follows: 971

RAT =
100

n

n∑
i

(1− cos(wi, li)) (4) 972
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