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Abstract

Personalization services, such as recommender systems, operate on vast amounts
of user-item interactions to provide personalized content. To do so, they identify
patterns in the available interactions and group users based on pre-existing offline
or online social relations, or algorithmically determined similarities and differences.
We refer to the relations created between users based on algorithmically determined
constructs as algorithmically mediated user relations. However, prior works in the
fields of law, technology policy, and philosophy have identified a lack of existing
algorithmic governance frameworks to account for this relational aspect of data
analysis. Algorithmically mediated user relations have also not been adequately
acknowledged in technical approaches, such as for data importance and privacy,
where users are usually considered independent from one another. In this paper, we
highlight this conceptual discrepancy in the context of recommendation algorithms
and provide empirical evidence of the limitations of the user independence assump-
tion. We discuss related implications and future practical directions for accounting
for algorithmically mediated user relations.

1 Introduction

Personalization services collect increasing amounts of users’ interactions in exchange for providing
individualized content. Such services’ underlying principle is that a user’s previous preferences could
be indicative of their future interests. Given that user interaction data are often sparse, personalization
algorithms, such as collaborative filtering (CF) recommenders, seek to derive individuals’ missing
information based on data disclosed by others|Aggarwal et al.| (2016); Koren et al.|(2021).

Prior literature has described ways in which data collected from an individual could be used to
derive missing information about others |Kammourieh et al.| (2017)); Barocas and Levy|(2020). Firstly,
undisclosed interactions can be inferred based on users’ offline or online social relations Humbert et al.
(2019); [Parsons and Viljoen| (2023)), given that these relations could influence users’ behavior Kempe
et al.| (2003)); |Li et al.|(2023)). Secondly, in the absence of a social network, a user’s missing interaction
could be drawn from others who are considered similar to them and for whom the interaction is
known. This results in a data dependency between the target user and those considered similar to
them, which depends on how user similarity and difference are defined by the algorithm used for data
analysis and inference [Viljoen| (2021)); Wachter| (2022). We refer to these data dependencies created
between users due to algorithmic processing as algorithmically mediated user relations.

Understanding the nature of algorithmically mediated user relations would contribute to addressing
individual- and population-level harms related to privacy Barocas and Levy|(2020)), personalization
Gordon-Tapiero et al.|(2022)), and discrimination [Wachter| (2022). This is particularly important as
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individuals are usually unaware of and cannot exercise agency over such relations and inferences
since they are based on data shared by others |Wachter and Mittelstadt| (2019); |Viljoen| (2021).

However, existing algorithmic governance frameworks and prominent data importance and privacy
approaches do not adequately account for algorithmically mediated user relations. Instead, they
usually consider “data as an individual medium” |Viljoen| (2021) and treat users as independent
from one another. Therefore, in this paper, taking as a case study CF algorithms where users
are algorithmically interrelated by design, we ask the research question: In practice, do we need
to account for the algorithmically mediated relations created between users in a CF setting? In
answering this, we make the following contributions ﬂ

Conceptual: we outline how legal and policy approaches and technical implementations account for
algorithmically mediated user relations and discuss commonalities and discrepancies;

Empirical: we examine whether user independence can be assumed for two popular CF algorithms,
namely user-based nearest neighbors (User kKNN) and Simon Funk matrix factorization (Funk MF).

2  Conceptual Acknowledgement of Algorithmically Mediated User Relations

We provide a conceptual overview of how existing legal and policy frameworks and technical
approaches account for algorithmically mediated relations and highlight tensions between disciplines.

Law & Technology Policy: Data Privacy & Protection Laws regulate how data about people are
collected, processed, and used [Parsons and Viljoen| (2023)); [Viljoen| (2021)); |[Zuziak et al.| (2023).
Legal scholars have identified an individualistic focus of corresponding regimes, with collective
interests and harms being mostly addressed by protecting the rights of affected individuals Mantelero
(2017); \Viljoen|(2021)). This individualistic focus has been considered inadequate within the context
of predictive analytics because individuals cannot control how they relate to others Mantelero| (2017);
Viljoen| (202 1)); Barocas and Levy|(2020). Moreover, |Wachter and Mittelstadt| (2019)) state that under
the General Data Protection Regulation (GDPR), individuals are entitled to little control over the
inferences that can be drawn about them. Anti-discrimination Laws do not necessarily protect user
groups that result from algorithmic processing because their characteristics might not be straightfor-
wardly associated with attributes of groups the law protects Wachter| (2022).

Transparency Mandates & Individual Choice and Control Mechanisms in Personalization Services,
such as the EU Digital Services Act|(2022)), the (General Data Protection Regulation| (2016), and the
Filter Bubble Transparency Act|(2021)), have sought to address the challenges of algorithmic person-
alization by mandating that platforms should disclose details about data collection and algorithmic
processing and allow users to exercise control over how their data are used. Such proposals, however,
would likely fall short in addressing personalization-driven harms since the content that each user
receives often depends on data shared by others Gordon-Tapiero et al.[(2022); |Viljoen| (2021}).

Technical Implementations: Data Importance approaches estimate the importance of training
instances in a model’s predictions and have been used for data and model debugging, data valuation,
understanding model behavior, and detecting dataset errors. Methods can be categorized as leave-
one-out and expected-improvement approaches Karlas et al.| (2022). Leave-One-Out methods, such
as influence functions Koh and Liang|(2017), estimate the importance of a training instance as the
decrease in a quantity of interest when this point is removed from the training set. To estimate the
effect of groups of training instances (e.g., groups of users), Koh et al.|(2019) assume that instances
are independent from one another. Under this assumption, influence functions have been used in
CF recommenders to identify subsets of users primarily responsible for the recommendations that
others receive [Fang et al.|(2020); Wu et al.|(2021); [Eskandanian et al.|(2019). Expected-Improvement
Methods capture interactions between subsets of training instances. They model the importance
of a training instance by considering all the possible subsets of the training set and estimating the
decrease in a quantity of interest when the training point is removed from all those possible subsets.
Shapley values |Shapley et al.|(1953) have been used to quantify the importance of each training point
Ghorbani and Zou| (2019). However, to simplify the computation of Shapley values for groups of
training instances, the groups are usually considered independent from one another |Lundberg and
Lee|(2017).

Differential Privacy Dwork et al.|(2014)) has emerged as the criterion standard to provide privacy-
preserving query answers over a statistical database by adding plausible deniability about the presence
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of an individual record or group of records in the database. By assuming that the deletion of an
individual record can eliminate all evidence of its participation in the data generation process, differ-
ential privacy mechanisms assume that data instances, and accordingly individuals, are independent
from one another. However, deletion does not necessarily eliminate all of the record’s evidence
of participation in the data generation process, especially if the records are correlated Kifer and
Machanavajjhala (2011} 2014); |Gehrke et al.|(2011). Moreover, applying group differential privacy
in correlated tuples destroys all data utility Song et al.|(2017). While Pufferfish privacy |Kifer and
Machanavajjhalal (2014)) has been developed to account for correlated data, there is currently no
computationally efficient mechanism for it|Song et al.|(2017).

Commonalities and Discrepancies Based on prior works, algorithmically mediated user relations
are not necessarily acknowledged in existing legal and policy approaches and prominent technical
implementations for data importance and privacy. However, as discussed earlier, related literature
has highlighted the need to account for these relations given that users might not be able to control
them. This leaves open the question of whether accounting for algorithmically mediated relations is
relevant in practice, which we empirically examine in the remainder of this paper.

3 Experimental Illustration in Recommender Systems

We empirically investigate whether in practice we need to account for the algorithmically mediated
relations created between users in CF recommender systems. To do so, we examine whether users’
influences on the predicted ratings of others’ can be considered independent from one another. We
adapt the definitions of [Fang et al.[(2020) and define the influences:

User-to-User: quantifies the influence of user’s v data in the training set on user’s v predicted ratings

I(u,v) =Y i (O rry) — s (0D)] §))
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Group-to-User (assuming independence of users in .S): quantifies the influence of a group of users’
S data in the training set on the predicted ratings of user v

Iindependence(sa U) = Z I(U,, U) @

uesS

Group-to-User (without assuming user independence): quantifies the influence of a group of users’
S data in the training set on the predicted ratings of user v

Irelations(svv) = Z |721;j(0*D\RS) - TAUJ(G*D” 3)
JeI
where: r,; user u’s observed rating for item ¢, D the set of observed ratings (training set), I the
available items, I,, C I the items rated by u, and Rg C D the interactions of users in set S. D\ {r;}
is D without r,,; and D \ Rg is D without the interactions Rg. Finally, 67}, are the optimal model
parameters given D and 7, ;(.y is user v’s predicted rating for item j given parameters -.

We examine whether:
Iindependence(sa U) >~ 7'elations(sa U) (4)

3.1 Setup

Our goal is to compute the difference in the predictions when subsets of users S are removed from
the training set, when we consider 1) users in S independent from one another, and 2) algorithmically
mediated relations between users in S. We aim to examine whether there are significant differences
when user independence is assumed.

Group Construction Strategy: For each user v, we construct groups S of the most influential
5, 10, 25, 50, 75, and 100 users based on Equation E] and the corresponding reduced training sets
D\ Rg. We did not investigate the removal of larger groups since this could lead to changes in
models’ hyperparameters.

Influence Computation: For each S, v, we compute I;.ciations [B|and Iindependence 2] for all available
items. Despite the cost, we computed the actual differences in the predicted interactions by retraining
the model with each reduced training set, instead of approximating them |Koh et al.|(2019).



Dataset & Algorithms: We run the experiment on MovieLens 100k where the number of users is
relatively small. We examine Equation [4]for User kNN using the cosine similarity and Funk MF.
For User kNN the selected k determines the size of a user’s neighborhood for each predicted rating
7i- For Funk MF the number of latent factors determines the number of linearly independent users.
Further details can be found in the supplementary material.

3.2 Results

Figure |I|illustrates the difference between I;ngependence aNd Ireiations for User KNN and Funk MF
on MovieLens 100k for the constructed user groups S of varying sizes.
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Figure 1: Analysis of user independence for the User kNN (left), and Funk MF (right) algorithms on
the MovieLens 100k dataset. User independence might be inadequate for User kNN (left), while for
Funk MF (right) users can be approximately considered as independent from one another.

For User kNN and for all users and constructed groups, we observe that there is a significant difference
between the actual influence of removing a group and the influence value of a group under the user
independence assumption (Sapiro-Wilk-Test: p « 0.05, Wilcoxon-Test: p = .005). The correlation
between the values of Iindependence and Ireiqtions Substantially decreases as the size of S increases
(Table[3)in supplementary material).

For Funk MF, there is a significant difference between the values of I ciqtions and Iindependence
(Sapiro-Wilk-Test: p « 0.05, Wilcoxon-Test: p = .005). However, despite the significant magnitude
difference, there is high correlation between the values (Table [5]in supplementary material).

Accordingly, assuming user independence in practice depends on the CF algorithm and the size of
the set of users whose influence we want to compute. Given that individual model hyperparameters,
such as the number of nearest neighbors for User KNN (or the latent factors for Funk MF), affect the
considered degree of similarity (or linear correlation) between users’ predictions, further investigation
on their impact on algorithmically mediated user relations is planned in future work.

4 Conclusion & Broader Impact

In this paper, we investigate the practical relevancy of algorithmically mediated user relations. We
discuss the importance of acknowledging such relations in personalization services and show that
existing algorithmic governance frameworks and technical approaches do not necessarily account
for them. Instead, they consider users as independent from one another. Given this conceptual
discrepancy, we empirically examine whether accounting for algorithmically mediated user relations
is relevant in practice within the context of CF recommenders, which by design relate users. Our
results show that depending on the algorithm, assuming user independence might not be adequate.

As future work, we plan to study the effect of model hyperparameters on algorithmically mediated user
relations. We believe that further understanding of these relations will provide insights to practitioners
on related problems such as data deletion |Ginart et al.| (2019), data minimization Shanmugam et al.
(2022)), and data influence [Koh et al.|(2019)), as well as to technology policy stakeholders to revise
and design existing and future algorithmic and data governance frameworks.
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S Supplementary Material

5.1 Datasets
We report the values of dataset metrics suggested by Chin et al.| (2022).
Table 1: Dataset Metrics

Dataset #Users F#Items FInteractions Spacejog,, Shapeiog,, Densityiog,, Gini, Gini;
MovieLens 100k 6,040 3,952 1,000,209 4.378 0.184 -1.378 0.33 0.339

We loaded the MovieLens 100k dataset from the Microsoft Recommenders ﬂ package. The dataset
is pre-processed and all users have at least 20 interactions. Since there is no clearly advantageous
method to split a dataset into training and test sets, we follow the majority practice of global split-
by-ratio|Sun et al.|(2020) and split each dataset into a training and test by ratio 80 : 20. The split is
performed randomly but according to a stratified split to maintain local per-user ratios and ensure
the presence of all users in both sets. The training set was further split randomly to training and
validation set in ratio 80 : 20. We set the random seed to 42.

5.2 Algorithms
5.2.1 Overview of the Considered Recommendation Algorithms

Neighborhood-based Algorithms Neighborhood-based methods provide recommendations to a
target user by identifying (i) users with similar item rating behavior (user-based) or (ii) similar items
to the ones that the target user has interacted with based on the ratings of other users (item-based).
Similarity can be based on a pre-defined metric or learned from the available data. For example, for
the user-based k-nearest-neighbors algorithm (User kNN), a missing rating r,; of user u for item 4
Koren et al.[(2021); Aggarwal et al.|(2016) is approximated by:
stm(u, v) - Ty
P ’f’ui _ ZveNf(u) ( ) ) (5)
ZUENZ“ (u) Szm(uv 7))

where NF(u) is the set of k users most similar to user u (by the value of a similarity measure
sim(u,v)) who have rated item i. Therefore, by design, the users N (u) are the ones related to u for
the prediction 7.

Low-rank Matrix Completion Algorithms The underlying assumption of such algorithms is that
users’ interactions are only affected by a few factors |[Koren et al.| (2021); Aggarwal et al.| (2016).
In mathematical terms, it is assumed that there is a high linear correlation between the user-item
interactions and, therefore, the interaction matrix R is low rank k < min{n, m}|Candes and Recht
(2012); |Chil (2018). Hence, the assumed data redundancies make it possible to construct a fully
specified low-rank approximation of R, even when the number of observed interactions is small.

One family of low-rank matrix completion algorithms are matrix factorization (MF) techniques. Such
techniques factorize R and estimate the unobserved ratings via the dot-product of two embedding
vectors of dimensionality k. The simplest matrix factorization algorithm commonly used as a baseline
is the one suggested by Simon Funk (Funk MF) Funk| (2006). Written in matrix form, the interaction
matrix for Funk MF is approximated by:

R~ PR =PQ" (6)
where P € R™** and Q € R™** are embedding matrices. The matrices P and  are deter-

mined by minimizing a non-convex optimization function, set according to a desired objective (e.g.,
mingp Yoy (Tui — @ pi)? — A(||@||? + ||pu]|*) Koren et al.| (2021); Chi| (2018). Irrespective of the

objective to be optimized, the rank of Ris:
rank(R) punk_vrr = rank(PQT) < min(rank(P),rank(Q)) < k @)
Therefore, the number of linearly independent users based on their predicted ratings is at most k.

Hence, this approach assumes that there are at least (n — k) correlated users. Consequently, their
predicted ratings are also correlated.

3Microsoft Recommenders
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5.2.2 Implementation & Tuning Details

For reprodicibility purposes, we used the implementations of [Ferrari Dacrema et al.[(2021)). We
assume that items that a user has interacted with could be recommended again. Since we do not aim
to draw conclusions about a specific dataset-algorithm setup, this is not a limiting factor.

For hyperparameter tuning, we used Bayesian search and tuned on NDCG@10. We set the random
seed to 42. When evaluating, we used for each user 99 randomly picked negative (non-interacted) sam-
ples per positive sample for ranking along with the validation set. As suggested by [Ferrari Dacrema
et al.| (2021), for all models we selected the number of epochs via early stopping. The hyperparameter
search space and the obtained optimal hyperparameters are reported on Tables 2] and 3] respectively.

Table 2: Hyperparameter Search Space

Algorithm Hyperparameter Space

topK: Integer(5,1000), shrink: Integer(0,1000),
User kNN (cosine) normalize: Categorical([True, False]),
feature_weighting: Categorical([none, TF-IDF, BM25])

sgd_mode: Categorical([sgd, adagrad, adam]), num_factors: Integer(1, 200),
epochs: Categorical([500]), use_bias: Categorical([False]),
batch_size: Categorical([1, 2, 4, 8, 16, 32, 64, 128, 256, 512, 1024]),

Funk MF item_reg: Real(low = le-5, high = le-2, prior = ’log-uniform’),
user_reg: Real(low = le-5, high = 1le-2, prior = ’log-uniform’),
learning_rate: Real(low = le-4, high = le-1, prior = ’log-uniform’),
negative_interactions_quota: Real(low = 0.0, high = 0.5, prior = uniform’)

Table 3: Optimal Hyperparameters per Algorithm and Dataset

Algorithm Dataset Optimal Hyperparameters

User kNN (cosine) MovieLens 100k  topK: 185, shrink: 0, normalize: True, feature_weighting: none

sgd_mode: adagrad, epochs: 365, use_bias: False, batch_size: 1,
num_factors: 195, item_reg: 4.992453416923983e-05,

Funk MF MovieLens 100k user_reg: 1.8699039697141504e-05,
learning_rate: 0.007164040428191017,
negative_interactions_quota: 0.19123099563358142

5.3 Experimental Details
5.3.1 Group Construction Strategy

For each user u in the training set, we construct groups of the most influential 5, 10, 25, 50, 75, and
100 users based on the user-to-user influence relation, as given in Equation[I] The number of ratings
corresponding to each group range is up to 14%. We did not investigate the removal of larger groups
because we expected this to lead to changes in the model’s hyperparameters. Table 4] summarizes the
total number of ratings per group size.

Table 4: Percentage of Ratings Per Group Size of Influential Users in the Training Set of MovieLens
100k Dataset

#Users Y% Ratings User KNN % Ratings Funk MF

5 0.5 —1.5% <0.5—-1.5%
25 1.0 — 4.5% <1.0-45%
50 3.5 —8.0% <3.5—-8.0%
75 6.0 — 10.0% <5.5—-10.5%
100 7.5 — 14% <75-13.5%




5.3.2  Correlation between I,.;qtions and Iy dependence

The Kendall rank correlation coefficients are summarized in Table[3l

Table 5: Kendall’s 7-b Coefficients between I,ciqtions and Lindependence

Group Size  User kNN (cosine) Funk MF
5 7=0.904,p<0.05 7=0.978,p<0.05
25 7=0.751,p«0.05 7 =0.946,p<0.05
50 7=0.700,p «0.05 71=0.935, p<0.05
75 7=0.673,p«0.05 7=0.927,p<0.05
100 7=0.656,p «0.05 71=00918,p<0.05
Overall 7=0.526,p<0.05 7=0.285,p«0.05
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