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Abstract

Chest X-ray imaging is a widely accessible and
non-invasive diagnostic tool for detecting tho-
racic abnormalities. While numerous AI mod-
els assist radiologists in interpreting these im-
ages, most overlook patients’ historical data.
To bridge this gap, we introduce Temporal
MIMIC dataset, which integrates five years of
patient history, including radiographic scans
and reports from MIMIC-CXR and MIMIC-
IV, encompassing 12, 221 patients and thir-
teen pathologies. Building on this, we present
HIST-AID, a framework that enhances auto-
matic diagnostic accuracy using historical re-
ports. HIST-AID emulates the radiologist’s
comprehensive approach, leveraging historical
data to improve diagnostic accuracy. Our
experiments demonstrate significant improve-
ments, with AUROC increasing by 6.56% and
AUPRC by 9.51% compared to models that
rely solely on radiographic scans. These gains
were consistently observed across diverse demo-
graphic groups, including variations in gender,
age, and racial categories. We show that while
recent data boost performance, older data may
reduce accuracy due to changes in patient con-
ditions. Our work paves the potential of incor-
porating historical data for more reliable auto-
matic diagnosis, providing critical support for
clinical decision-making. The code for generat-
ing the data and model training is available at
https://github.com/NoTody/HIST-AID.

Keywords: Temporal Dataset, Radiology
Reports, Chest X-Rays (CXR), Time-Series,
Multi-modal Learning

1. Introduction

Chest X-ray (CXR) is widely used for diagnosing tho-
racic abnormalities due to its affordability, accessibil-
ity, and non-invasive nature (Wang et al., 2017; Irvin
et al., 2019; Johnson et al., 2019, 2023; Huang et al.,
2023). AI-driven clinical decision support systems
have shown potential to match or exceed human diag-
nostic accuracy (Rajpurkar et al., 2018; Killock, 2020;
Gaube et al., 2023). However, most deep learning
models only focus on the latest scan, neglecting pa-
tients’ historical data (Wang et al., 2017; Rajpurkar
et al., 2017; Irvin et al., 2019; Khan et al., 2020). This
oversight is a critical limitation, as radiologists incor-
porate a patient’s medical history and track changes
over time to provide a more accurate diagnosis.

To address this, we introduce the Temporal MIMIC
dataset (see Figure 1), which provides a compre-
hensive longitudinal view of patient data by com-
bining five years of radiology images from MIMIC-
CXR (Johnson et al., 2019) with corresponding clin-
ical reports from MIMIC-IV (Johnson et al., 2023).
This dataset includes 12, 221 patients, each with an
average of eleven reports and thirteen scans, provid-
ing a rich temporal multi-modal dataset that facili-
tates the development of multi-modal models capable
of detecting subtle changes in a patient’s condition
over time.

To fully leverage our proposed dataset, we pro-
pose HIST-AID, an end-to-end framework that lever-
ages historical chest X-rays and reports for abnormal-
ity detection (see Figure 2). In clinical deployment,
when a patient undergoes a Chest X-Ray, our frame-
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Figure 1: Temporal MIMIC Dataset: The dataset consists of radiographic scans and corresponding
radiology reports collected over a span of five years, providing a comprehensive view of the progression of
patient conditions over time. The final report, highlighted in red, is used to obtain the ground-truth labels
for the patient’s current condition.
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Figure 2: Leveraging historical patient scans and reports for automatic diagnosis (HIST-AID)
Framework: We retrieve both current and historical image scans along with the radiology reports from
the past. These inputs are first processed through image and text encoders. Subsequently, the resulting
modality-specific representations are combined with time-series information (time offset from the current
time stamp) to generate the final predictions with multi-modal fusion. This prediction, combined with the
current scan and the patient’s historical scans and reports, assists the physician in the final diagnosis.

work retrieves and integrates the historical clinical
data from the healthcare system database. HIST-
AID uses transformer-based image and text time-
series encoders (Zerveas et al., 2021), effectively cap-
turing temporal information from these past scans
and reports. The temporal information from past
scans and reports are then combined through multi-
modal fusion (Kim et al., 2021) to make a prelimi-
nary diagnosis. The radiologists review and utilize
this diagnosis to write the final report. By modeling
these historical trends, HIST-AID can identify evolv-
ing patterns in a patient’s condition that may not be
apparent from a single scan.

Our evaluation shows that integrating past reports
improves model performance across thirteen patholo-
gies, with average AUROC and AUPRC increases
of 6.56% and 9.51% compared to current scan only
methods. This improvement is consistent across sub-
groups defined by gender, age, and race, ensuring a
more equitable diagnostic approach. Incorporating
past scans with reports did not yield additional gains,
likely due to overlapping information between the two
modalities for abnormality detection. Additionally,
we found that reports from distant timestamps led
to a decline in performance, highlighting that not all
historical data is equally useful.
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2. Related work

In this section, we provide an overview of the datasets
for CXRs and radiology reports, along with the ma-
chine learning models developed using these datasets.

Datasets. Chest radiography is essential for early
detection and diagnosis of critical health conditions,
with recent deep learning advancements enhancing its
effectiveness through large-scale datasets. Prominent
datasets like ChestX-ray14 (Wang et al., 2017) and
CheXpert (Irvin et al., 2019) provide extensive ra-
diographic images with automated annotations, while
the MIMIC dataset (Johnson et al., 2019, 2023) of-
fers a large number of CXRs along with Electronic
Health Record (EHR), including timestamps, patient
identifiers, and hospital admission data.

Our work is the first to introduce a longitudinal
dataset that combines historical CXRs from MIMIC-
CXR (Johnson et al., 2019) and corresponding clin-
ical reports from MIMIC-IV (Johnson et al., 2023),
allowing models to leverage historical medical data to
improve diagnostic accuracy.

Models. Numerous deep learning approaches have
advanced pathology diagnosis prediction. Early
works like CheXNet (Rajpurkar et al., 2017) demon-
strate performance comparable to experienced radi-
ologists in Chest X-ray pathology prediction. Re-
cent studies in multi-modal pre-trainin and lever-
aging images, text, and tabular data further im-
proves predictive models. ConVIRT (Zhang et al.,
2022b) enhances visual representations with image-
text pairs, while BiomedCLIP (Zhang et al., 2023)
scales CLIP-style pre-training with biomedical data
from PubMed. BioViL-T (Bannur et al., 2023) ex-
plores image-text contrastive pre-training using his-
torical and current images.

Recently, time-series modeling has also gained at-
tention in the community. Barbieri et al. (2020) eval-
uates RNNs on ICU readmission risk using electronic
medical records, and Kaushik et al. (2020) shows the
effectiveness of ensembles and LSTMs in predicting
healthcare costs. HAIM (Soenksen et al., 2022) in-
tegrates CXRs and reports along with time-series in-
formation but lacks end-to-end training and proper
timestamp segregation, resulting in biases and data
leakage. Our work incorporates both historical ra-
diology notes and images by addressing issues like
improper data partitioning and refining the overall
problem setup to enable accurate, end-to-end diag-
nosis using patient history.

3. Method

In this section, we outline the problem setup for ab-
normality prediction using historical data, followed
by the process of generating the Temporal MIMIC
dataset. We then introduce our HIST-AID frame-
work, which leverages this dataset to enhance diag-
nostic accuracy.

3.1. Problem Setup

We consider a dataset of N patients, represented as
{(X image

i , Xtext
i , yi)}Ni=1, where each patient i is asso-

ciated with a temporal sequence of imaging scans and
corresponding clinical reports over time. The tempo-
ral sequence is indexed by T = (1, . . . , tn), where tn
denotes the latest timestamp for the imaging data.

The imaging data for each patient i is expressed
as X image

i = {ximage
i,t }tnt=1, where each ximage

i,t rep-
resents an image from timestamp t. The corre-
sponding sequence of textual reports is denoted as
Xtext

i = {xtext
i,t }ti′t=1, with ti′ typically being one times-

tamp prior to tn.
The objective is to predict the pathology label yi

for the scan at the current timestamp tn, leveraging
all available imaging data and associated historical
reports from previous timestamps.

3.2. Temporal-MIMIC dataset generation

The objective of Temporal MIMIC dataset is to en-
able the use the historical images and patient re-
ports to evaluate their utility for automatic diagnosis.
To accomplish this, we integrate Chest-X rays from
MIMIC-CXR (Johnson et al., 2019) and radiology re-
ports from MIMIC-IV (Johnson et al., 2023), linked
through patient subject identifiers.

Temporal MIMIC contains 12, 221 patients from
69, 077 radiographic studies, with an average of eleven
reports and thirteen images per patient, paired with
free-text radiology reports collected between 2011
and 2016 at Beth Israel Deaconess Medical Center
in Boston, MA. Each data point is timestamped rel-
ative to the patient’s most recent radiology image
and includes corresponding ground truth pathology
labels. The dataset spans thirteen distinct multi-
label pathologies, including atelectasis, cardiomegaly,
edema, lung opacity, pleural effusion, pneumonia, and
pneumothorax, as well as fewer instances of fractures,
lung lesions, and other pleural disorders.

The construction of Temporal-MIMIC dataset con-
sists of the the following steps.
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1. Data merging. We link the images from
MIMIC-CXR (Johnson et al., 2019) with cor-
responding reports drawn from the time-series
patient records of MIMIC-IV (Johnson et al.,
2023). This connection is facilitated by the com-
mon identifiers present in both datasets, with la-
bels derived directly from the radiology reports.

2. Remove current time-stamp. We exclude
the current timestamp data from the reports to
simulate a real-world scenario where a diagnosis
must be made without immediate access to the
latest diagnostic information.

3. Augmentation with additional patient
samples. We treat each valid timestamp dur-
ing a patient’s admission period as a separate
sample, significantly increasing the number of
samples per patient. Each timestamp is linked
to the corresponding labels in MIMIC. For each
timestamp, we create a new datapoint by com-
bining the label from that timestamp with all
previous timestamps. For instance, if a patient
has five timestamps, we take the label from the
fifth timestamp and combine it with the prior
four timestamps to form one datapoint. Simi-
larly, we take the label from the fourth times-
tamp and combine it with the preceding three
timestamps as another datapoint, and so on.

4. Removing duplicates. Post-merging, any du-
plicate records identified within the historical
patient data are removed to ensure dataset in-
tegrity and prevent redundancy in the training
process. Entries with empty impression section
are also removed in this step.

5. Dataset splitting. Finally, the dataset is di-
vided into 80% (n = 55, 471) for training, 10%
(n = 6, 776) for validation, and 10% (n = 6, 830)
for testing. This split is performed using unique
subject IDs from the MIMIC dataset to ensure
that all data points related to a single patient
are contained within one subset, thereby avoid-
ing potential data leakage across the different
phases of model evaluation.

Figure 1 shows various samples from our dataset.
Figure A.9 shows the construction of Temporal
MIMIC dataset. We provide the details on demo-
graphic distribution of the study population, label
distribution and co-occurrences in the supplementary
material.

3.3. HIST-AID framework

HIST-AID, shown in Figure 2, leverages historical im-
ages and reports in a temporal model, mimicking the
radiologist’s workflow and improving diagnostic per-
formance over using only the current scan.

We use distinct modality-specific encoders: f image
θ

and f text
ϕ for CXRs and corresponding reports from

different time-stamps. These time-series representa-
tions are then processed by a separate time series
encoder for each modality. The output of these en-
coders is followed by aggregation using multi-modal
fusion encoder hτ . The predicted pathology output
ŷ leveraging both the historical imaging scans and
associated reports as follow:

ŷ = hτ

(⊕
i

f image
θ

(
X image

i

)
,
⊕
i

f text
ϕ

(
Xtext

i

))
(1)

The aggregation operation
⊕

means the separate
representations from different timestamps are con-
catenated to form a sequence of representations,
where the sequence is padded by zero vectors if the
sequence length is shorter than pre-defined maxi-
mum sequence length. We discuss the components
in greater detail below.

3.3.1. Pre-trained encoders

In numerous studies on medical data (Sowrirajan
et al., 2021; Mei et al., 2022; Wang et al., 2022; Eslami
et al., 2023; Zhang et al., 2023), models pre-trained on
relevant datasets consistently outperformed baseline
models that were not pre-trained. In our work, CXRs
and reports are encoded by pre-trained modality-
specific encoders: a vision transformer (ViT) (Doso-
vitskiy et al., 2021) for images and a BERT encoder
(Devlin et al., 2019) for text, both from Biomed-
CLIP (Zhang et al., 2023).

These encoders are denoted as f image
θ and f text

ϕ and

are used to process historical radiology imagesX image
i

and reportsXtext
i respectively (see Equation (1)). We

use the embedding of the [CLS] token and append
zero to the last dimension to accommodate time-
series data that is shorter than the maximum length.

3.3.2. Time-series and multi-modal encoder

To effectively capture longitudinal information across
different timestamps, our approach uses a trans-
former encoder for both time-series and multi-modal
inputs, rather than averaging representations across
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timestamps (Soenksen et al., 2022). The time-
series and multi-modal inputs are encoded into
{X image

i , Xtext
i } ∈ RB×K×D, where B is the batch

size, K is the maximum time-series length, and D is
the output dimension of the encoder using the [CLS]
token embedding for each image or text encoder.
Learnable tokens, [IMG] for images and [TEXT] for
text, are added to each representation at each times-
tamp. If the time-series length is less than K, zero
padding is applied.
For simplicity, assume the maximum image times-

tamp is T and the maximum text timestamp is T −1.

We define fϕ

(
xmodality
i,tj

)
∈ R1×d as the output for

each modality (image or text), and aggregate the out-

puts across timestamps as
⊕

fmodality
ϕ (Xi) ∈ RK×d.

The concatenated outputs, along with the [CLS] to-
ken, form the transformer input with a shape of R2T .

We employ Rotary Positional Encoding
(RoPE) (Su et al., 2021) to encode time-series
information. We discuss the effectiveness of RoPE
over other positional encoding methods in the
supplementary material. A min-max normalized
time offset serves as the positional indicator within
the time-series. Given time offsets t = {t1, ..., tn},
the normalized offset at timestamp ti is:

tnormi =
ti −min(t1, ..., tn)

max(t1, ..., tn)−min(t1, ..., tn)
(2)

[CLS] token is added to the multi-modal representa-

tions as {[CLS], X image
i , Xtext

i } ∈ RB×K×(D+1), cap-
turing holistic information across modalities. This
aggregated representation is encoded using a time-
series transformer (Zerveas et al., 2021) for early fu-
sion, and the encoded output is fed into a linear clas-
sifier for pathology classification.

4. Results

We compare the performance of HIST-AID on the
Temporal MIMIC dataset against a uni-modal model
that uses only the current scan (Rajpurkar et al.,
2017; Wang et al., 2017; Irvin et al., 2019). In ad-
dition, we analyze the performance across different
demographic subgroups, the impact of increasing the
number of historical reports and the influence of re-
ports from different time periods. All models are
trained with multi-label classification with mean and
standard deviation over five runs. Further details
about the dataset and hyper-parameters for the mod-
els are deferred to the supplementary material.

4.1. Temporal multi-modal learning improves
pathology prediction

The incorporation of historical radiology reports with
our temporal multi-modal model during fine-turning
shows a significant improvement in AUROC perfor-
mance when compared to models trained with scans
from the current time-stamp for all the examined
pathologies in Figure 3. We observe over 5% im-
provement in AUROC in specific pathologies such
as Consolidation (5.05%, p < 0.0001), Pleural Other
(5.55%, p < 0.0001), Pneumonia (6.20%, p < 0.0001).
On average, HIST-AID shows an enhancement of
6.56% (p < 0.0001) and 3.41% (p < 0.0001) in
AUROC for all pathologies when compared to mod-
els relying solely on chest radiographs and histori-
cal reports respectively. Additionally, we observe a
9.51% (p < 0.0001) and 2.63% (p < 0.0001) improve-
ment in average AUPRC (see supplementary mate-
rial) for all the pathologies. These results confirm the
advantage of using CXRs with the historical reports
for detecting thoraic abnormalities.

4.2. Subcohort analysis

We compare the performance of the model trained
using only the current scan to HIST-AID across var-
ious demographic sub-cohorts, including gender, age,
and race, as shown in Figure 4. This analysis was
inspired by previous research highlighting significant
disparities in model fairness and effectiveness when
applied to diverse groups (Seyyed-Kalantari et al.,
2021; Zhang et al., 2022a; Yang et al., 2024; Vaidya
et al., 2024). Our results show a clear advantage for
HIST-AID over the current scan only approach across
all demographic subgroups.

HIST-AID consistently demonstrates accurate
pathology diagnosis across both male and female
patients, suggesting it helps reduce gender dispari-
ties. For age, the model achieved higher AUROC for
younger and middle-aged adults, though performance
slightly declined for individuals over 60, potentially
due to the increased complexity of disease manifesta-
tions in older patients. While HIST-AID performed
slightly less effectively for the black population com-
pared to other racial groups, it provided a substantial
improvement of 6−7% AUROC compared to the cur-
rent scan only model across all racial demographics.

These findings highlight the potential of HIST-AID
to enhance diagnostic accuracy across diverse demo-
graphic groups, helping mitigate biases present in
models trained with only the current scan.
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Figure 3: AUROC comparison between different models for 13 pathologies. We compare the
image-only model in blue (left) bars that utilizes images from the current timestamp with HIST-AID in red
(right), that integrates both current images and past textual data for diagnosis. We show that our model
using both current scan and historical reports text enhances AUROC across all pathologies.
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Figure 4: AUROC comparison between model trained with current scan and HIST-AID across
different demographic groups. Our model in red (right) consistently outperforms the model in blue (left)
trained with current scan images across gender, age groups, and racial categories. The error bars represent
standard deviations calculated over five independent runs.

4.3. Enhancing pathology prediction with
additional radiology reports

To assess the impact of the number of historical re-
ports on automatic diagnosis, we measure the abso-
lute AUROC improvement between models trained
with both CXRs and historical reports and those
trained with CXRs alone in Figure 5. We observe
positive correlation between the number of reports
and the AUROC improvement, indicating that incor-
porating more historical radiology reports improves
diagnostic performance. Detailed breakdown across
pathologies is in the supplementary material.

Figure 6 shows the temporal relevance of the re-
ports by examining the impact of time intervals be-
tween the reports and the final diagnosis on AUROC.
This analysis is crucial, as the number of reports
does not necessarily correlate with their time distri-
bution—multiple reports may originate from a single
time period. We observe consistent performance im-
provement when reports are within 30 days of the di-
agnosis, while older reports tend to reduce AUROC.
This highlights the importance of recent information
in the diagnostic process and suggests caution when
including older reports,
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Figure 5: Impact of increasing the number
of reports on AUROC performance: The
performance of the temporal multi-modal model
enhances as the number of reports increases, sur-
passing the model that relies solely on current
timestamp images.
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Figure 6: Impact of report timing relative
to final diagnosis on AUROC performance:
The performance of the temporal multi-modal
model improves when utilizing reports from up
to the last 30 days, but it declines with reports
from more distant periods, cautioning against the
use of older data.

Methods FT FLOPS

ConcatMLP 75.00±0.05 9.69G
Block (Ben-younes et al., 2019) 76.26±0.21 10.02G
MBT (Nagrani et al., 2021) 74.46±0.04 9.56G
ViLT (Kim et al., 2021) 77.49±0.14 9.38G
METER (Dou et al., 2022) 75.88±0.11 12.50G

Table 1: Ablation on Different Fusion Methods.
Mean AUROC across all pathologies is reported in
this study. We observe that ViLT represents the best
trade-offs between model performance and compute.

4.4. Effect of fusion methods

We show model performance on different multi-modal
fusion methods in Table 1 with their detailed descrip-
tions in the supplementary material. Our analysis
highlights that ViLT (Kim et al., 2021) (early fusion)
achieves an optimal balance between performance
and computational efficiency within our framework.
ViLT concatenates the representation tokens from
image and historical reports and uses them as input
to the time-series transformer encoder for informa-
tion extraction. This demonstrates that early fusion
is particularly effective for medical diagnosis tasks
involving image and text modalities, where inter-
modality dependencies (Madaan et al., 2024) are im-
portant. By integrating modality interactions from
the outset, ViLT captures cross-modal relationships

more effectively. Moreover, it avoids the need for
separate time-series encoders for different modalities,
making it more computationally efficient compared
to alternative methods.

5. Limitations and future work

Challenges in leveraging historical radio-
graphic scans for diagnostic performance.
While our objective was to enhance diagnostic ac-
curacy by incorporating both historical scans and
reports, emulating the workflow of radiologists, our
findings reveal limitations in the effectiveness of his-
torical radiographic scans. Figure 7 compares models
relying on the latest images and reports with those
utilizing historical information in both uni-modal and
multi-modal settings, with mean values and 95% con-
fidence intervals across five independent runs.

In the uni-modal setting, incorporating historical
CXRs and reports improves performance indepen-
dently as expected. In the multi-modal setting, while
historical reports boost diagnostic accuracy, adding
historical images does not yield similar benefits. This
limitation may stem from the fact that radiologists
typically extract key pathology information from cur-
rent images and document it in reports, making in-
formation from historical texts overlap with that of
corresponding images.
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Figure 8: Impact of report sections. Mean
AUROC for our multi-modal framework across
all pathologies is reported in this study. We ob-
serve that impression is much more effective than
finding and using both finding and impression
can further improve the model performance when
all historical reports are used.

Additionally, we hypothesize that optimization
challenges in integrating high-dimensional historical
scans into multi-modal models contribute to this is-
sue. Addressing these challenges and developing
more effective end-to-end multi-modal training tech-
niques for incorporating historical scans is an impor-
tant direction for future research.

Performance trade-offs in using different re-
port sections. A limitation we identified is the
varying contribution of different sections of radiol-
ogy reports to model performance. As AI-based diag-
nostic tools evolve, understanding the impact of spe-
cific report sections becomes increasingly important,
as these tools may influence how clinicians structure
their reports. Radiology reports typically consist of
five distinct sections, each serving a unique function:

• History. Provides a brief overview of the pa-
tient’s medical background.

• Indication. Lists the reasons for conducting the
radiological procedure.

• Comparison. References previous scans for
comparison with the current one.

• Findings. Contains detailed observations made
by the radiologist in each scanned area.

• Impressions Summarizes the key findings and
their potential implications.

While all sections of the reports are important,
many are frequently incomplete or missing. For in-
stance, the history and comparison sections are often
absent or lack sufficient detail. As a result, we focus
on the findings and impression sections, as they con-
tain the most critical diagnostic information and are
more consistently present. Specifically, we analyze
the impact of these sections on model performance
to better understand their contribution. These sec-
tions are combined using the template: “Impression:
⟨impression text⟩ Finding: ⟨finding text⟩”. As shown
in Figure 8, including both sections improves perfor-
mance by 0.69% (p < 0.05). However, this comes at
a significant computational cost, as the findings sec-
tion is two to three times longer than the impression
section in terms of token length, as detailed in the
supplementary material. Reducing training time and
developing efficient models using all report sections
is a promising direction for future research.
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6. Conclusion

In this paper, we introduced the Temporal-MIMIC
dataset, designed to assess model performance by in-
tegrating radiology images and reports across a pa-
tient’s medical history. To leverage these historical
images and reports for automated diagnosis, we pro-
posed HIST-AID, a multi-modal framework that en-
codes modality-specific representations of both im-
ages and text, which are then combined through
multi-modal fusion. Our results demonstrated that
incorporating historical radiological reports along-
side current scans significantly enhances the accuracy
of automatic abnormality detection in chest X-rays,
delivering consistent improvements across subgroups
defined by gender, age, and race, thereby promoting a
more equitable diagnostic approach. We showed that
the impact of historical data varies across time, with
the most recent reports – upto 30 days from diagnosis
– being valuable, while older records tend to dimin-
ish predictive performance. This underscores the im-
portance of carefully selecting relevant time periods
when utilizing past medical information. By leverag-
ing historical patient records, HIST-AID will enable
specialists to comprehensively model patient histo-
ries, facilitating more effective identification of high-
risk patients. This approach will help us to transform
care delivery, improve treatment outcomes, and en-
hance overall healthcare efficiency.
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Appendix A. Model Implementation
and Training Details

A.1. Statistical Analysis

One-tailed Wilcoxon rank-sum test (α = 0.05) was
used to compute all p-values reported in the paper,
where the samples are drawn from models trained
on 5 different seeds to evaluate the stability of the
models and robustness of the hypothesis.

A.2. Data Augmentations

For radiology images, we apply Random Resized
Crop with scale 0.6 − 1.0 and Bicubic Interpolation,
Color Jittering with brightness 0.4 − 0.6, contrast
0.4−0.6, no saturation and hue change with probabil-
ity 0.5, and Random Horizontal Flip with probability
0.5. We do not apply any data augmentations on ra-
diology reports.

A.3. Hyperparameters

Table A.3 provides hyperparameters for training our
framework. We keep the same hyperparameters in
uni-modal cases. We performed a small-scale hy-
perparameters search to ensure our result does not
change too much on different hyperparameters set-
tings. For experiments of using finding section or
both impression and finding sections, we use 400 Text
Tokens Max Length due to computational constraint.
We show the distribution of time-series length for

all samples in Figure A.11, where we select max se-
quence padding with truncation to 50 under evalua-
tion of computational cost and length coverage.

A.4. Training Details

We use 12 layers Vision Transformer (ViT-Base) with
path size 16 × 16 (Dosovitskiy et al., 2021) as Im-
age Encoder and 12 layers BERT-Base (Devlin et al.,
2019) as Text Encoder in all our experiments. The
pre-trained weights of both encoders are loaded from
BiomedCLIP (Zhang et al., 2023). We use the model
checkpoint with best validation AUROC for testset
performance evaluation. The validation performance
is calculated after each epoch. We do not use mixed-
precision training as we find the training to be unsta-
ble with mixed-precision. All experiments are per-
formed on two NVIDIA A100 80GB GPUs with total
training time range from approximately 15 to 20 hrs
varied based on different settings.

A.5. Dataset

We show concept plot on how our dataset is con-
structed in Figure A.9. The demographic distribu-
tion of our generated dataset is shown in Table A.2,
where it shows a wide range of race, sex and age and
demographics. Additionally, label distribution and
their co-occurrences are shown in Figure A.10.

Appendix B. Additional results

B.1. Different multi-modal fusion methods

• ViLT (Kim et al., 2021): We adapt ViLT as gen-
eral early fusion case for transformer. Given
input x1 = RL1×D and x2 ∈ RL2×D, where
L1, L2 are sequence length and D is dimen-
sion length of representation. x1 and x2 are
first concatenated with [CLS] token tcls of shape
R1×D to get input with size x = [tcls||x1||x2] ∈
R(1+L1+L2)×D. Then, the concatenated input is
directly feed into a standard transformer model
as Transformer(x; θ) with learnable tokens t1 ∈
RL1×D and t2 ∈ RL2×D added to the input along
with positional embedding to indicate different
modalities. We used 1 layers transformer for
early fusion.

• MBT (Nagrani et al., 2021): We adapt MBT as
general intermediate fusion case for transformer.
Given input x1,x2 following the notation of
ViLT. An extra fusion token xfsn ∈ RL3×D is
added in the intermediate layers of transformer
such that x = [x1||xfsn||x2]. Output for each
layer of transformer output is then calculated
as [xl+1

i ||ẑl+1
fsni

] = Transformer([xl
i||zlfsn; θi]) given

i as index for different modalities. The fusion
token is then updated with zl+1

fsn = Avgi(ẑ
l+1
fsni

).
We used 6 layers transformer with last 3 layers
as intermediate fusion layers in our experiment
following the best experiment setting in original
paper.

• ConcatMLP: For given input x1 = RI and x2 ∈
RJ , where concatenation ⊕[x1,x2] ∈ RI+J .
Given two weight matrices W1 ∈ R(I+J)×K and
W2 ∈ RK×M and sigmoid function σ, fusion out-
put is represented as y = W2

Tσ(W1
T⊕[x1,x2])

• Block Ben-younes et al. (2019): For given bilin-
ear model y = T ×1x1×2x2 with x1 ∈ RI ,x2 ∈
RJ and T ∈ RI×J×K , Block decomposes the bi-
linear model on T to get form of y = C(D ×1
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Figure A.9: Overview of Temporal MIMIC creation: We integrate historical and current Chest X-rays
from MIMIC-CXR with radiology reports from MIMIC-IV using unique patient identifiers.

Characteristics Count (Proportion %)

Race

Asian 2,269 (3.3%)
Black 8,147 (11.8%)
White 45,637 (66.1%)
Other 13,024 (18.8%)

Sex
Female 29,021 (42.0%)
Male 40,056 (58.0%)

Age

0-40 6,597 (9.6%)
40-60 20,461 (29.6%)
60-80 32,039 (46.4%)
80-100 9,980 (14.4%)

Table A.2: Demographic distribution of the
study population. The demographic break-
down reveals a predominantly white cohort, a
slightly male-dominated gender ratio. Addition-
ally, there is a significant segment of participants
aged 40-80.

Distribution for positive pathology
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Figure A.10: Distribution and co-occurrence of var-
ious pathologies. The left bar graph representing the
frequency of various pathologies such as cardiomegaly,
consolidation, edema, lung opacity, nodule/mass, pneu-
monia, and pneumothorax within the Temporal-MIMIC
dataset. The right circular diagram maps the interrela-
tionships among these pathologies where the pathologies
are interconnected by colored lines. The thickness of the
lines reflect the prevalence of these co-occurrences.

(x1
TA) ×2 (x2

TB)) with D ∈ RL×M×N ,A ∈
RI×L,B ∈ RJ×M and C ∈ RK×N .

• METER (Dou et al., 2022): Two transformer
encoders composed of self-attention and cross-
attention modules are used with two different
modalities as input. The final output y is com-
puted by a MLP layer on top of concatenation
of [CLS] token output of these two transform-
ers. Taking Query, Key, Value of the transform-
ers Q1 ∈ Rdk ,K1 ∈ Rdk , V1 ∈ Rdv from one
modality and Q2 ∈ Rdk ,K2 ∈ Rdk , V2 ∈ Rdv

from another modality, the cross-attention mech-
anism of these two transformers is calculated as
CrossAtt(Q1,K2, V2) = softmax(

Q1K
T
2√

dk
)V2 and

CrossAtt(Q2,K1, V1) = softmax(
Q2K

T
1√

dk
)V1.

B.2. Per Pathology Model Performance on
Different Report Numbers and Time
Intervals

We show all 12 classes performance for number of re-
ports and time intervals ablation in Figure B.13 and
Figure B.14 with mean and 95% confidence interval,
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Hyper-Parameter Value
Batch Size 16
Learning Rate (Image Encoder) 1e-5 × (Batch Size / 64)
Learning Rate (Text Encoder) 1e-5 × (Batch Size / 64)
Learning Rate (Time Series Encoder) 1e-4 × (Batch Size / 64)
Epochs 15
Weight Decay 1e-2
Optimizer AdamW
AdamW Betas (0.9, 0.999)
Scheduler Cosine with Linear Warmup
Linear Warmup Steps 0.10 × Total Training Steps
Minimum Learning Rate 1e-3 × Learning Rate
Image Time-Series Max Sequence Length 1
Text Tokens Max Length 200
Text Time-Series Max Sequence Length 50

Table A.3: Hyper-parameters for Model Training
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Figure A.11: Distribution for Text Time-Series
Length

where we show that the general trend for all pathol-
ogy in main paper hold for majority of pathologies
with few exceptions.

We show additional ablation studies in Figure B.12
to justify our architecture selection. The interpreta-
tion for additional three ablation studies are present
as follows.

B.3. Different Position Encoding

Since previous works have shown that position en-
coding can have important impact on model perfor-
mance for transformer-based language model (Raffel
et al., 2020; Workshop et al., 2022; Touvron et al.,
2023; Kazemnejad et al., 2023), we ablate on some
popular position encoding in our framework with po-
sition to be indicated with time-stamps. The pur-
pose of this ablation is to identify the optimal ways
of injecting temporal information to input tokens. In
Figure B.12 (a), we compare model performance on
different positional encoding, where the definition of
sine-cosine, learnable and RoPE (Su et al., 2021) po-
sitional encoding are defined in the Supplementary
Material. While using no, sine-cosine or learnable
positional encoding show similar performance, RoPE
shows clear improvement over other methods. This
indicates that adding time-series information with
relative positional encoding (RoPE) to our architec-
ture can clearly benefit model performance.

B.4. Different Pooling Methods

In order to explore the effectiveness of pooling time-
series representations with transformer encoder, we
compare time-series pooling with transformer (TST)
vs. mean pooling (Mean) used in HAIM (Soenksen
et al., 2022) for evaluating the benefits of pooling with
time-series transformer in Figure B.12 (b). The re-
sult shows that pooling time-series reports with time-
series transformer is more effective than mean pooling
when either training with time-series reports along or
multi-modal training with both image and reports.
When mean pooling is performed, the model is not
capable of retaining information interactions across
various time-stamps, where time information in each
time-stamp is encoded equally. Conversely, the in-
tegration of self-attention, complemented by time-
stamp positional encoding, enhanced the model’s
ability to discern and leverage nuanced interactions.
This facilitates a more refined and detailed interac-
tion of the representations extracted from different
time-stamps.

We further compare with HAIM 1 using feature
extraction and fusion with XGBoost (Chen and
Guestrin, 2016). The results indicate suboptimal per-
formance, achieving ∼ 61.14 average AUROC for the
image uni-modal, ∼ 59.61 for the text uni-modal, and
∼ 63.92 for the image-text multi-modal model. We
attribute this under-performance to the lack of weight
updates for the modality-specific models. Further
investigation and incorporation of more modalities
would be an interesting direction for future work.

1. https://github.com/lrsoenksen/HAIM
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B.5. Different Modality Combinations

In order to examine the effectiveness of multi-modal
fusion in comparison to simplest way of combining
different modality with logits averaging, we compare
model performance on different modality combina-
tion methods in Figure B.12 (c). Ensemble means
the logits output from two modality-specific encoders
are directly averaged and fusion means early fusion
is performed on the representation of two modality-
specific encoders. For fair comparison, two encoders
trained on different seeds are used for ensembling for
image and text result. The result shows that fusion
always outperform other ensembling options, showing
the effectiveness of our proposed framework.

B.6. Per Pathology Model Performance on
AUROC and AUPRC Plots

We show all 12 classes performance with AUROC and
AUPRC plots in Figure B.16 and Figure B.17. In
total, there are 4.48% labels multi-modal gets right
while image based uni-model gets wrong.

B.7. Dataset Sample

We show an example of a current radiology image
with associated past reports and ground truth in Fig-
ure Figure B.18.
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Figure B.12: Additional Ablation Studies. a) For positional encoding ablation, we evaluate four
most commonly used positional encoding, where we find using relative encoding with RoPE consistently
perform better. b) For pooling method ablation, we compared mean pooling (blue bars) and time-series
transformer pooling (red bars), where time-series transformer pooling consistent outperform mean pooling.
c) For different modality combination comparison, we compared ensembling with logits averaging
(blue, yellow and green bars) vs. early fusion (pink bar), where early fusion consistently performs better
than logits averaging from two models of experimented modalities.
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Figure B.13: Performance Difference of model trained only on current scans in comparison to current scan
Images and historical reports on different number of reports for different pathologies.
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Figure B.14: Performance Difference of model trained only on current scans in comparison to current scan
Images and historical reports on different time intervals for different pathologies.
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Figure B.15: AUROC comparison between different models for 13 pathologies. We evaluate the
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model that integrates both current images and past textual data for diagnosis. Our model markedly enhances
diagnostic accuracy across all examined pathologies.
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Figure B.16: Per Pathology ROC Curve
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Figure B.17: Per Pathology Precision-Recall Curve
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Current Image:

Atelectasis: 0.0
Cardiomegaly: 1.0
Consolidation: NaN
Edema: 0.0
Enlarged Cardiomediastinum: NaN
Fracture: NaN
Lung Lesion: NaN
Lung Opacity: 1.0
No Finding: NaN
Pleural Effusion: 0.0
Pleural Other: NaN
Pneumonia: NaN
Pneumothorax: NaN
Support Devices: NaN

Labels for Current Image:

Radiology Reports in the Past

1. ET tube terminates approximately 2.9 cm above the carina. 2. Retrocar
diac opacity with air bronchograms. Small left pleural effusion. FINDING
S could be seen with an infectious process.

1. A 4 (AP) x 5 (TV) x 4 (SI) mm postero-lateral pointing A-comm aneurys
m. 2. Diffuse subarachnoid hemorrhage, better visualized on the prior non
contrast CT. 3. Small, nonspecific left temporal and left nasal soft tiss
ue emphysema. Recommend clinical correlation.

In COMPARISON with the earlier study of this date, the tip of the orogas
tric tube is within the stomach, though the side port is at the level of 
the esophagogastric junction. The tube should be pushed forward several 
cm. Little overall change in the appearance of the heart and lungs.

1.Right-sided intraventricular catheter traversing frontal on the right 
lateral ventricle and terminating in the third ventricle. 2. Diffuse sub
arachnoid hemorrhage, increased compared to prior imaging, with extensio
n into the subdural horn of the lateral ventricles, particularly promine
nt in the right sylvian fissure. 3. Possible small left and right subdur
al hematomas along the parietal convexities. 4. Mild ventriculomegaly, u
nchanged from prior imaging. 5. No infarction or new hemorrhage.

In COMPARISON with the earlier study of this date, the nasogastric tube 
is been pushed forward so that the side port is distal to the esophagoga
stric junction. Endotracheal tube tip remains in good position.  There i
s increasing opacification at the left base consistent with volume loss 
left lower lobe and pleural fluid.  Little change in the mild atelectati
c FINDINGS at the right base.

1. There is no evidence of splenomegaly. 2. Vascular calcifications and/
or granulomas in splenic parenchyma.

Left IJ catheter ends in the upper SVC. Stable consolidation in the right 
lower lung may reflect pneumonia.
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Figure B.18: Dataset Sample: We show a pre-processed sample from our Temporal MIMIC dataset
containing current image and corresponding labels and all previous reports in chronological order.
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