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Abstract

In this paper, we present a predictive regression model for longitudinal images with
missing data based on large deformation diffeomorphic metric mapping (LDDMM)
and deep recurrent neural network. Instead of directly predicting image scans,
our model predicts a vector momentum sequence of an baseline image, because it
parameterizes the corresponding image sequence and lies in the tangent space of
the baseline images, which is Euclidean. A neural network with long term-short
memory (LSTM) units is applied to learn the time-varying changes from the vector-
momentum sequences, which are generated by using LDDMM. For the baseline
image that the vector momenta are associated with, it is encoded by a convolutional
neural network (CNN). Both features from the LSTM and CNN are fed into a
decoder network to reconstruct the vector momentum sequence, which will be used
to deform the baseline image and generate the corresponding image sequence with
LDDMM shooting. To handle the missing images at some time points, a mask
is adopted to ignore their reconstructions. We show our results on synthetically
generated images and the brain MRIs from the OASIS dataset. Our method
accurately predicts the spatio-temporal changes in both datasets, irrespective of
large or subtle changes in longitudinal image sequences.
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