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Abstract

High dynamic range (HDR) novel view synthesis (NVS) aims to create photoreal-
istic images from novel viewpoints using HDR imaging techniques. The rendered
HDR images capture a wider range of brightness levels containing more details
of the scene than normal low dynamic range (LDR) images. Existing HDR NVS
methods are mainly based on NeRF. They suffer from long training time and slow
inference speed. In this paper, we propose a new framework, High Dynamic Range
Gaussian Splatting (HDR-GS), which can efficiently render novel HDR views and
reconstruct LDR images with a user input exposure time. Specifically, we design
a Dual Dynamic Range (DDR) Gaussian point cloud model that uses spherical
harmonics to fit HDR color and employs an MLP-based tone-mapper to render
LDR color. The HDR and LDR colors are then fed into two Parallel Differentiable
Rasterization (PDR) processes to reconstruct HDR and LDR views. To establish the
data foundation for the research of 3D Gaussian splatting-based methods in HDR
NVS, we recalibrate the camera parameters and compute the initial positions for
Gaussian point clouds. Comprehensive experiments show that HDR-GS surpasses
the state-of-the-art NeRF-based method by 3.84 and 1.91 dB on LDR and HDR
NVS while enjoying 1000 inference speed and only costing 6.3% training time.
Code and data are released at https://github.com/caiyuanhao1998/HDR-GS

1 Introduction

Compared to normal low dynamic range (LDR) images, high dy-
namic range (HDR) images capture a broader range of luminance
levels to retain the details in dark and bright regions, allowing
for more accurate representation of real-world scenes. Novel
view synthesis (NVS) aims to produce photo-realistic images of
a scene at unobserved viewpoints, given a set of posed images
of the same scene. NVS has been widely applied in autonomous
driving [1-4], image editing [5-8], digital human [9-12], efc.
NVS is a challenging topic in computer vision because the lim-
ited capacity of camera sensor usually leads to a low dynamic
range (from 0 to 255) of luminance in rendered images. This re-
sults in the loss of image details in very bright or dark areas, color
distortions, and a limited capacity to display subtle gradations
in light and shadow that the human eye can normally perceive.
Hence, there is a growing demand to render HDR (from 0 to +00)
views for better image quality and visualization performance.
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Figure 1: HDR-GS vs. HDR-NeRF.
Our HDR-GS achieves better PSNR
in dB, SSIM, and LPIPS performance
with shorter training time in minutes
and faster inference speed in fps.
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Figure 2: Comparisons of point clouds (left) and rendered views (right) between the original 3DGS [15] (top)
and our HDR-GS (bottom). (i) 3DGS [15] renders blurry LDR views when training with images under different
exposures. Its point clouds suffer from severe color distortion and can not accurately represent the scene. In
addition, 3DGS cannot control the exposure of the rendered images. (ii) Our HDR-GS can not only reconstruct
clear HDR images with 3D consistency but also render LDR views with controllable exposure time At.

Existing HDR NVS methods are mainly based on neural radiance fields (NeRF) [13]. However, the
ray tracing scheme in NeRF is very time-consuming because it needs to sample many 3D points and
then compute their densities and colors for every single ray, severely slowing down the training and
inference processes. For instance, the state-of-the-art NeRF-based method HDR-NeRF [14] takes 9
hours to train and 8.2 s to infer an image at the spatial size of 400x400. This limitation impedes the
application of NeRF-based algorithms in rendering real-time dynamic scenes.

Recently, 3D Gaussian Splatting (3DGS) [15] has achieved impressive inference speed than NeRF-
based methods while yielding comparable results on LDR NVS, which inspires another technical
route for HDR NVS. However, directly applying the original 3DGS to HDR imaging may encounter
three issues. Firstly, the dynamic range of the rendered image is still limited to [0, 255], which
severely degrades the visual quality. Secondly, training 3DGS with images under different exposures
may lead to a non-convergence problem because the spherical harmonics (SH) of 3D Gaussians can
not adaptively model the change of exposures. This results in artifacts, blur, and color distortion in
the rendered images, as shown in the upper part of Fig. 2. Thirdly, 3DGS cannot adapt the exposure
level of the synthesized views, which limits its applications, especially in AR/VR, film, and gaming
where specific moods and atmospheres are usually evoked by controlling the lighting condition.

To cope with these problems, we propose a novel 3DGS-based method, namely High Dynamic
Range Gaussian Splatting (HDR-GS), for 3D HDR imaging. More advanced than the original 3DGS,
our HDR-GS can not only render HDR views but also reconstruct LDR images with a controllable
exposure time, as depicted in the lower part of Fig. 2. Specifically, we present a Dual Dynamic
Range (DDR) Gaussian point cloud model that can jointly model the HDR and LDR colors. We
achieve this by using the SH of 3D point clouds to model the HDR color. Then three independent
MLPs are employed to model the classical nonparametric camera response function (CRF) calibration
process [16] in RGB channels, respectively. By this means, the HDR color of the 3D point is
tone-mapped to the corresponding LDR color with the user input exposure time. Subsequently, the
HDR and LDR colors are fed into two Parallel Differentiable Rasterization (PDR) processes to render
the HDR and LDR images. In addition, we also notice that existing datasets only provide the camera
poses in the normalized device coordinate (NDC) system, which is not suitable for 3DGS-based
methods. To establish the data foundation for the research of 3DGS-based methods in HDR imaging,
we recalibrate the camera parameters and compute SfM [17] points to initialize 3D Gaussians. With
the proposed techniques, HDR-GS outperforms state-of-the-art (SOTA) NeRF-based methods by 1.91
dB on the HDR novel view synthesis task while enjoying 1000 inference speed and only requiring
6.3% training time, as shown in Fig. 1. In a nutshell, our contributions can be summarized as:



(i) We propose a novel framework, HDR-GS, for 3D HDR imaging. To the best of our knowledge,
this is the first attempt to explore the potential of Gaussian splatting in 3D HDR reconstruction.

(ii) We present a Dual Dynamic Range Gaussian point cloud model with two Parallel Differentiable
Rasterization processes that can render HDR images and LDR views with controllable exposure time.

(iii) We establish a data foundation by recalibrating camera parameters and computing initial points
for 3DGS-based methods on the multi-view HDR datasets [14]. Experiments show that our HDR-GS
dramatically outperforms SOTA methods while enjoying much faster training and inference speed.

2 Related Work

High Dynamic Range Imaging. Conventional HDR imaging [18] techniques recover HDR images
by directly fusing a series of LDR images under different exposure levels at a fixed pose [19] or
calibrating the camera response function (CRF) from the LDR images [16,20]. These traditional
methods yield compelling results in static scenes but produce unpleasant ghost artifacts in dynamic
scenes. To address this issue, later works [21-25] adopt an optical estimator to detect motion regions
in the LDR images and then remove or align these regions in further fusion. With the development of
deep learning, convolutional neural networks (CNNs) [26-29] and Transformers [30—33] have been
used to learn an implicit mapping function from an LDR image to its HDR counterpart. Yet, these 2D
HDR imaging methods lack 3D perception capabilities and are unable to render novel HDR views.

Neural Radiance Field. NeRF [13] learns an implicit mapping function from the position of a 3D
point and view direction to the point color and volume density. NeRF achieves impressive performance
on the NVS task, inspiring many follow-up works to improve its reconstruction quality [34-38] and
inference speed [39—45] or expand its application area [14,46—49]. For example, Huang et al. present
HDR-NeRF [14] that employs an MLP following the vanilla NeRF to learn an implicit mapping from
physical radiance to digital color. Although good results are achieved, these NeRF-based methods
suffer from slow training and inference speed due to their time-consuming ray-tracing scheme.

Gaussian Splatting. 3DGS [15] explicitly represents a scene by millions of Gaussian point clouds.
Its parallelized rasterization in view rendering allows it to enjoy much faster inference speed than
NeRF-based methods that suffer from the time-consuming ray-tracing scheme. Thus, 3DGS has been
rapidly and widely applied in many areas such as dynamic scene rendering [50-52], SLAM [53-56],
inverse rendering [57-59], digital human [60-62], 3D generation [63—65], medical imaging [66], efc.
However, the illuminance modeled by 3DGS is still limited to a low dynamic range. The potential of
3DGS in HDR imaging still remains under-explored. This work aims to fill this research gap.

3 Method

Figure 3 depicts the overall framework of our HDR-GS. To begin with, we use the structure-from-
motion (SfM) [17] algorithm to recalibrate the camera parameters of the scene and initialize the
Gaussian point clouds, as shown in Fig. 3 (a). Then we propose a Dual Dynamic Range (DDR)
Gaussian point cloud model to jointly fit the HDR and LDR colors, as illustrated in Fig. 3 (b). The 3D
Gaussians directly use the spherical harmonics (SH) to model the HDR color. Then three independent
MLPs are employed to learn the tone-mapping operation in RGB channels. This tone-mapper renders
the LDR color from the corresponding HDR color and a controllable exposure time At. Subsequently,
the LDR and HDR colors are fed into two Parallel Differentiable Rasterization (PDR) processes to
render the HDR and LDR images, as depicted in Fig. 3 (¢). In this section, we first introduce the DDR
point cloud model, then PDR processes, and finally the initialization and optimization of HDR-GS.

3.1 Dual Dynamic Range Gaussian Point Cloud Model
A scene can be represented by a set of our Dual Dynamic Range (DDR) Gaussian point clouds G as

G ={Gi(pi, Zi, i, e, el AL O) i =1,2,... N, }, (1)

where NV, is the number of 3D Gaussians and G represents the i-th Gaussian. Its center position,
covariance, opacity, LDR color, and HDR color are denoted as p; € R3, 3; € R**3, a; € R,



Training Splatting at Camera Pose My, 7 HDR
o« o - e
o o N
Iteration ch / Rasterization
. 13 My
—,_|_| .
b\ "
RAALY ; E = (& O .
I High Dynamic Range S ; ; HDR Image I
@@ : gh Dyl 8 Q  RelU  RelU  RelU Controllable At
W E fo fe fe Exposure Time
C: P c 1 ' 1
amera Poses @ sigmoid Sigmoid Sigmoid
.—I_‘Tl LoR
Splatting at Camera Pose M, @ Rasterization
Sparse LDR Views Low Dynamic Range LDR Image I'(At)
(a) Recalibration and Initialization (b) Dual Dynamic Range Gaussian Point Cloud Model (c) Parallel Differentiable Rasterization

Figure 3: Pipeline of our method. (a) SfM [17] algorithm is used to recalibrate camera parameters and initialize
3D Gaussians. (b) Dual Dynamic Range Gaussian point clouds use spherical harmonics to model the HDR color.
Three MLPs are employed to tone-map the LDR color from the HDR color and user input exposure time. (c) The
HDR and LDR colors are fed into two Parallel Differentiable Rasterization to render the HDR and LDR views.

c! € R3, and ! € R®. Besides these attributes, each G; also contains an exposure time At € R that
controls the light intensity of the LDR view and three global-shared MLPs with parameters 6.

3, is represented by a rotation matrix R; € R? and a scaling matrix S; € R? as
¥, =R;S;S/R/. )

i, Ri, S;, o, and 6 are learnable parameters. The tone-mapping operation fras(-) models the
camera response function (CRF) that non-linearly maps the HDR color ¢” into the LDR color ¢! as

¢k = fru(cl - At), 3)

where the exposure time At can be read from the metadata of photos. We propose to employ MLPs to
learn the tone-mapping process. There are two options. The first option is to directly model fra(-),
which may result in the vanishing gradient problem because the multiplication operations may cause
numerical overflow or underflow. Besides, the multiplication also leads to the nonlinearity and
discontinuity of the input signal of MLPs, which also exacerbates the training instability. The second
option is following the traditional non-parametric CRF calibration method of Debevec and Malik [16]
that transforms fr(-) from linear domain to logarithmic domain to enhance the stability of MLP
training. We adopt the second option. Specifically, fra/ () in Eq. (3) is inversed and transformed as

log fra(ch) = log ¢ + log At, ()

where log(-) refers to the natural logarithm function and its base is e = 2.71828 - - - . Subsequently,
we take the inverse function of Eq. (4) on both sides and reformulate it as

¢l = (log fr1;) ' (log ¢ + log At). 3)

Then we use three MLPs 6 to model the function (log f;,,)”" in RGB channels independently
because the RGB colors are tone-mapped by different CRFs. For simplicity, we define the mapping
function of our tone-mapper 6 as go(x) = (log fr1,) " (x) . Then Eq. (5) is reformulated as

¢l = go(log ' + log At), (6)

here log ¢! is modeled by the spherical harmonics (SH) with a set of coefficients k = {0 < <
L—-l<m<l}e RE+1’%3_ Each k™ € R3 is a set of three coefficients corresponding to the
RGB components. L is the degree of SH. Then ¢! at the view direction d = (6, ¢) is derived by

L l

cf(d,k) =exp(d_ Y k" Y™(0,9)), )

=0 m=—1



where Y, : S — R is the SH function that maps 3D points on the sphere to real numbers and exp(-)
represents the the exponential function. By substituting Eq. (7) into Eq. (6), we obtain c! as

L l
ch(d,k, At) = go(d Y k" Y™ (6,6) + log At + ), ®)

=0 m=—1

here we add a constant bias b € R that helps adjust the SH function to better fit the data. The detailed
architecture of our MLP-based tone-mapper 6 is shown in Fig. 3 (b). g¢(-) equals to the process that
the RGB channels of log ¢}, respectively undergo an independent MLP containing a fully connected
(fc) layer, a ReLU activation, an fc layer, and a sigmoid activation to produce the LDR color c!.

3.2 Parallel Differentiable Rasterization

The computed HDR color ¢! in Eq. (7) and LDR color ¢! in Eq. (8) of Gaussian point clouds are fed
into two parallel differentiable rasterization processes to jointly render the HDR and LDR views, as
shown in Fig. 3 (c). The HDR rasterization Fypr and LDR rasterization Fipg are represented as

N,
Ih - FHDR(Minta Mea:tv {lj/ia Eia (073 C?}i:}l)v

. . N )]
I (At) = FLDR(Mint7 Meactv {HM Ei7 Ay, ci<At)}i:p1)7

where I" and T'(At) € R7*Wx3 denote the rendered HDR image and LDR image with the exposure
time At, H and W refers to the height and width of the images, M.,; € R*** represents the extrinsic
matrix, and M,,,; € R3*4 refers to the intrinsic matrix. Please note that we omit d and k in c? and
c! for simplicity. Then we introduce the details of the parallel rasterization processes. First of all, we
derive the possibility value of the i-th 3D Gaussian distribution at the point position x € R? as

1
P|pa, 3i) = exp( = 5 (¢ = ) T2 (x = o)) (10)

Subsequently, the splatting operation projects the 3D Gaussians to the 2D imaging plane. In this
projection process, the center position p; is firstly transferred from the world coordinate system to
the camera coordinate system and then projected to the image coordinate system as

Vi = [vi, 1] = Megt fi; = Mgy [pi, 1], W = [, 1]7 = My Vi = My [vi, 17, (11)

where u; € R? and v; € R3 refer to the image coordinate and camera coordinate of p;. 0;, v;,
and p; are the homogeneous versions of u;, v;, and p;, respectively. The 3D covariance X; is also

transferred from the world coordinate system to E; € R3*3 in the camera coordinate system as
3, =J,W,E,W/J], (12)

where J; € R3*3 represents the Jacobian matrix of the affine approximation of the projective
transformation M;,;Mz:. W,; € R3%3 is the viewing transformation obtained by taking the first
three rows and columns of M,;. Similar to previous works [15,66-68], the 2D covariance matrix
E;, € R?*2 is derived by directly skipping the third row and column of E;. Subsequently, the
2D projection is divided into non-overlapping tiles. The 3D Gaussians (gt;,33;) are assigned to the
tiles where their 2D projections (ui,Z;/) cover. For each tile, the assigned 3D Gaussians are sorted
according to the view space depth. Then the RGB value I"(p) and I'(p|At) € R3 at pixel p is
obtained by blending N ordered points overlapping pixel p in the corresponding tile as

j—1 j—1
"p)=> o [[0-ow), Tway=> iAo [[0-0x), 13

JEN k=1 JEN k=1

where 0; = o; P(x;|p5, %) and x; is the j-th intersection 3D point between the ray, which starts
from the optical center of the camera and lands at pixel p, and the Gaussian point clouds in 3D space.
c? and cé- (At) are the HDR color and LDR color with exposure time At of x;, respectively.



3.3 Initialization and Optimization

An obstacle to the research of 3DGS-based methods in 3D HDR imaging is that the original multi-
view HDR datasets [14] only provide the camera poses in the normalized device coordinate (NDC)
system. This NDC system is not suitable for 3DGS-based methods for two main reasons. Firstly,
NDC focuses on describing the positions on the 2D screen after perspective projection. However,
3D Gaussian is an explicit 3D representation. 3DGS requires transforming and projecting Gaussian
point clouds in 3D space. Secondly, NDC rescales the coordinates into the range [-1, 1] or [0, 1].
The voxel resolution is limited, making it challenging to capture fine details in the scene. Besides,
the original datasets [14] do not provide SfM [17] point clouds for the initialization of 3DGS.

To address these issues and establish a data foundation for the research of 3DGS-based algorithms in
3D HDR imaging, we use the SfM algorithm [17] to recalibrate the camera parameters and compute
the initial positions for 3D Gaussians. The mapping function of SfM Fsgy is summarized as

Mint, {Mezt}j i) {Nz} FSfM({I( )}j 1), (14)

where N, represents the number of viewpoints and Ié (ts) € REXWX3 refers to the LDR image at

the j-th viewpoint with the exposure time ¢, in the multi-view HDR datasets [14]. The intrinsic
matrix M,,,; does not change with the viewpoint. Please note that we take the HDR views under the
same exposure time as the inputs of SfM algorithms because SfM is based on multi-view feature

detection and matching. Changes in exposure conditions may degrade the accuracy of SfM. Then we
use the computed N, and {p;},"; in Eq. (14) to initialize G in Eq. (1). Other learnable parameters
of G are randomly initialized. The recalibrated camera pose-image data pairs {M?_,, Ié (At)} 2, in
Eq. (14) are used to train our HDR-GS with the weighted sum of £; loss and D-SSIM loss as

B
L, = Z L1(I(AL), I5(AL) + X - Lossm(Th(Aty), TL(A)), (15)

where B is the training batch size and A is a hyperparameter. Similar to HDR-NeRF [14] that uses
the ground truth CRF correction coefficient Cj to restrict the HDR color on the synthetic scenes, we
also enforce a constraint to the rendered HDR image in the p-law [14,23,69,70] LDR domain as

Z Hlog (I+p- norm(Ih)) log(l -+ - norm( Ih H 6
= log(1 + p) log(1 + w) (16)
where y is the amount of compression. norm(+) is the min-max normalization. I;? and i? € RHEXWx3

denote the rendered and ground-truth HDR image at the j-th viewpoint. The overall training loss is
L=Ly+7 Le, 7)

where 7 is a hyperparameter that controls the relative importance between £, and £.. We do not
use L. in the real scenes since the ground truth HDR images are not provided in the real datasets.
Therefore, we set v = 0.6 and 0 in the experiments on the synthetic and real datasets, respectively.

4 Experiments

4.1 Experimental Settings

Dataset. We adopt the multi-view image datasets collected by [14], including 4 real scenes captured
by a camera and 8 synthetic scenes created by the software Blender [71]. Images with 5 different
exposure time {1, t2, t3, t4, 5} are captured at 35 different viewpoints. Following HDR-NeRF [14],
images at 18 views with exposure time randomly selected from {¢1, t3, 5} are used for training while
other 17 views at exposure time {¢;, t5,t5} and {t2,t4} and HDR images are used for testing.

Implementation Details. We implement HDR-GS by PyTorch [72]. The models are trained with the
Adam optimizer [73] (81 = 0.9, 3> = 0.999, and € = 1x 10 5) for 3x 10* iterations. The learning
rate for point cloud position is initially set to 1.6x10~* and exponentially decays to 1.6x107°
The learning rates for point feature, opacity, scaling, and rotation are set to 2.5x 1073, 5x1072,
5x1073, and 1x 1073, The learning rate for the tone mapper network is initially set as 5x 10~ and
exponentially decays to 5x 107>, All experiments are conducted on a single RTX A5000 GPU.



Method Training Inference LDR-OE (1, t3, t5) LDR-NE (t2, t4) HDR
etho

Time (min) Speed (fps) | PSNRT SSIMtT LPIPS] | PSNRT SSIMt LPIPS] | PSNRT SSIMtT LPIPS)
NeRF [13] 405 0.190 13.97 0.555 0.376 14.51 0.522 0.428 — — —
3DGS [15] 38 121 19.46 0.690 0.276 18.97 0.778 0.309 — —
NeRF-W [77] 437 0.178 29.83 0.936 0.047 29.22 0.927 0.050 — — —
HDR-NeRF [14] 542 0.122 39.07 0.973 0.026 37.53 0.966 0.024 36.40 0.936 0.018
HDR-GS (Ours) ‘ 34 126 ‘ 41.10 0.982 0.011 ‘ 36.33 0.977 0.016 ‘ 38.31 0.972 0.013

Table 1: Quantitative results on the synthetic datasets. Metrics are averaged over all scenes. LDR-OE
denotes the LDR results with exposure time ¢4, t3, and ¢t5. LDR-NE denotes the LDR results with
exposure time ¢ and 4. HDR denotes the HDR results. HDR-GS yields the best results on all tracks.
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Figure 4: LDR visual comparisons on the synthetic scenes. Previous methods introduce unpleasant black spots
or render blurry images. Our method controls the exposure better while reconstructing more detailed structures.

Evaluation Metrics. We adopt the peak signal-to-noise ratio, PSNR (higher is better), and structural
similarity index measure, SSIM [74] (higher is better), to quantitatively evaluate the objective
performance. Learned perceptual image patch similarity, LPIPS [75] (lower is better), is adopted as
the perceptual metric. Similar to [14], we also quantitatively evaluate the rendered HDR images in
the tone-mapped domain and qualitatively show HDR results tone-mapped by Photomatix pro [76].
In addition, frames per second, fps (higher is faster), is used to measure the model inference speed.

4.2 Quantitative Results

Comparisons on the Synthetic Datasets. The quantitative results of LDR and HDR NVS on the
synthetic datasets are reported in Table 1. We compare our HDR-GS with three NeRF-based methods
(NeRF [13], NeRF-W [77], and HDR-NeRF [14]) and the original 3DGS [15]. Table 1 lists the
training time, inference speed, PSNR, SSIM, and LPIPS results on LDR-OE, LDR-NE, and HDR.
LDR-OE represents the LDR NVS results with exposure time 1, t3, and t5. LDR-NE denotes the
LDR NVS results with exposure time to and 4. HDR refers to the HDR NVS results. Please note
that only HDR-NeRF and HDR-GS can output both LDR and HDR views. Other methods can only
render LDR images. Our method outperforms SOTA methods on all tracks except for the PSNR on
LDR-NE. (i) When compared to the recent best method HDR-NeRF, our HDR-GS outperforms it by
2.03 and 1.91 dB on LDR-OE and HDR tracks while enjoying 1000 x faster inference speed and only
costing 6.3% training time. (ii) When compared to the original 3DGS, our HDR-GS is 21.64 and
17.36 dB higher on LDR-OE and LDR-NE, respectively. Interestingly, HDR-GS is slightly faster



Method LDR-OE (t1, t3, t5) LDR-NE (t3, t4)
PSNR? SSIM?t LPIPS| PSNR? SSIM?t LPIPS|
NeRF [13] 14.95 0.661 0.308 14.44 0.731 0.255
3DGS [15] 17.19 0.806 0.103 19.50 0.727 0.152
NeRF-W [77] 28.55 0.927 0.094 28.64 0.923 0.089
HDR-NeRF [14] |  31.63 0.948 0.069 3143 0.943 0.069
HDR-GS (Ours) | 3547 0.970 0.022 | 3166 0.965 0.030

Table 2: Quantitative results on the real datasets. Metrics are averaged across all scenes. LDR-OE
represents the LDR results with exposure time ¢1, ¢3, and 5. LDR-NE denotes the LDR results with
exposure time ¢2 and ¢4. HDR refers to the HDR results. HDR-GS yields the best results on all tracks.
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Figure 5: LDR visual comparisons on the real scenes. Previous methods introduce unpleasant black spots or
render blurry images. Our method controls the exposure better while reconstructing more detailed structures.

than 3DGS. This is because 3DGS cannot adapt to different exposure levels. It is fragile and hard to
converge when training with LDR images under different lighting intensities. The color change of
the scene misleads the adaptive density control in 3DGS to split more Gaussian point clouds with
distorted color to represent the complex variances in exposure levels, prolonging the training process.

To intuitively show the superiority of our method, Fig. 1 plots a radar chart that features concentric
polygons representing the HDR NVS performance across 5 metrics of the SOTA method HDR-NeRF
and our HDR-GS. It can be observed that our HDR-GS forms a much larger outermost polygon fully
enclosing that of HDR-NeRF, indicating superior performance across all evaluated aspects. These
results strongly demonstrate the advantages of our method in effectiveness and model efficiency.

Comparisons on the Real Datasets. Table 2 shows the quantitative comparisons on the real datasets.
Please note that the real datasets do not provide HDR ground truth for quantitative evaluation. Hence,
we only report the LDR NVS results in Table 2. When compared to the recent best method HDR-
NeRF, our HDR-GS is 3.84 and 0.23 dB higher in PSNR on LDR-OE and LDR-NE. When compared
to the original 3DGS, HDR-GS significantly surpasses it by 18.28 and 12.16 dB on LDR-OE and
LDR-NE. These results suggest the outstanding generalization ability and effectiveness of our method.

4.3 Qualitative Results

LDR Novel View Rendering. The comparisons of LDR novel view rendering with different exposure
times on the synthetic (dog and sofa) and real (box and luckycat) scenes are shown in Fig. 4 and 5. It
can be observed that NeRF, 3DGS, and NeRF-W fail to control the exposure. They either introduce
black stripes and spots, or over-smooth the image, or over-enhance the image while distorting the
color. HDR-NeRF can adapt the light intensity but it also produces blurry images. In contrast, our



Method Baseline + Camera Recalibration + SfM Points + DDR Model Domain Linear Logarithmic

HDR - - - 38.31 HDR 26.18 38.31
LDR-OE 12.35 14.62 19.46 41.10 LDR-OE 29.53 41.10
LDR-NE 11.83 14.41 18.97 36.33 LDR-NE 27.44 36.33
(a) Break-down ablation study towards better performance (b) Study on the CRF domain

Exposure {ts} {t1,t5} {t1,t3,t5}  {t1,t2,t3,ta,t5} ts (S) t1=0.125 t3=025 t3=2 t;=8 t5=32
HDR 22.86 32.06 38.31 38.50 HDR 36.88 3790 3816 3831 38.05
LDR-OE  23.11 34.73 41.10 41.32 LDR-OE 3971 41.07 4098 4110 41.21
LDR-NE 2237 32.90 36.33 36.48 LDR-NE 3528 3592 3625 3633  36.20

(c) Study on the exposure times used in training (d) Study on the exposure time ¢, in recalibration

Table 3: Ablations on the synthetic datasets. The PSNR results on HDR, LDR-OE, and LDR-NE are reported.

HDR-NeRF HDR-GS (Ours) Ground Truth HDR-NeRF HDR-GS (Ours)

HDR-NeRF HDR-GS (Ours) HDR-NeRF HDR-GS (Ours) HDR-NeRF HDR-GS (Ours)

Figure 6: HDR visual comparisons on the synthetic (upper) and real (lower) scenes. Our method can recover
the details in both dark and bright regions while suppressing color distortion. Please zoom in for a better view.

HDR-GS can not only control the exposure level of LDR views according to the user input time but
also reconstruct clearer images with high-frequency textures and structural contents.

HDR Novel View Rendering. The comparisons of HDR novel view synthesis on the synthetic
(upper) and real (lower) datasets are depicted in Fig. 6. Please note that only HDR-NeRF and
our HDR-GS can reconstruct HDR images. As can be seen, HDR-NeRF yields low-contrast and
over-smooth images while sacrificing fine-grained details and introducing undesirable chromatic
artifacts and black spots. On the contrary, our HDR-GS can render more perceptually pleasing HDR
images with sharper textures and preserve the color and spatial smoothness of homogeneous regions.

4.4 Ablation Study

In this section, we adopt the synthetic datasets to conduct ablation study. Table 3 lists the PSNR
results averaged across all scenes on the LDR-OE, LDR-NE, and HDR tracks, respectively.

Break-down Ablation. We adopt 3DGS [15] trained with the original coordinates (NDC) as the
baseline to conduct a break-down ablation on the synthetic datasets. Our goal is to study the effect of
each component towards higher performance. The results are reported in Table 3a. (i) The baseline
model can only render LDR views. It achieves 12.35 and 11.83 dB on LDR-OE and LDR-NE. (ii)
When using the recalibrated camera poses, the model yields an improvement of 2.27 and 2.58 dB on
LDR-OE and LDR-NE because it is liberated from the constraint of the NDC system. (iii) When we
apply the SfM points for the initialization of 3D Gaussians, the model gains by 4.84 dB and 4.56 dB



because the SfM points provide a general shape of Gaussian point clouds to alleviate the overfitting
issues of 3DGS. However, the model still cannot render HDR views nor change the exposure level
of the LDR views until now, leading to limited LDR NVS performance. (iv) Then we apply our
DDR point clouds, the model is enabled to render HDR views with 38.31 dB in PSNR performance.
Besides, the model yields 21.64 and 17.36 dB improvements on LDR-OE and LDR-NE because our
DDR point clouds allow the model to adapt the lighting intensity with controllable exposure time.

CRF Domain. We conduct experiments to compare the effects of modeling CRF in linear domain
and logarithmic domain. As shown in Table 3b, when the MLPs 6 directly models fra(-) in Eq. (3),
our method yields poor results of only 26.18, 29.53, and 27.44 dB on HDR, LDR-OE, and LDR-
NE. In contrast, when the MLPs § models gy(-) in Eq. (6), the performance is 12.13, 11.57, and
8.89 dB higher on HDR, LDR-OE, and LDR-NE. This is because the multiplication in fra(-)
is transferred into the addition in gy(-), which enhances the training stability by suppressing the
numerical nonlinearity and discontinuity problems. This evidence verifies our analysis in Sec. 3.1.

Exposure Time Used for Training. We conduct experiments in Table 3c to study the effect of the
number of exposure times used in training. (i) According to the research of Debevec and Malik [16],
modeling CRF requires at least two exposures. Thus, when we only use a single exposure {¢3},
HDR-GS fails to reconstruct HDR views and LDR images with novel exposure time. (ii) When
two exposures {t1,¢5} are used for training, HDR-GS gains by 9.20, 11.62, and 10.53 dB on HDR,
LDR-OE, and LDR-NE. (iii) The performance of using three exposures {t1, t3, t5} is close to that of
using five exposures {t1, to, t3, 14, t5}. Hence, it is a reasonable choice to use three exposure times.

Recalibration of Camera Parameters. In Eq. (14), we use the SfM algorithm to recalibrate the
camera parameters and compute the initial positions of 3D Gaussians at the same exposure time ;.
Here, we conduct experiments to study the effect of ¢4 in Table 3d. The performance achieves its
maximum value when ¢, = ¢4 = 8 seconds. Therefore, the optimal choice of {5 ist4 = 8 s.

5 Limitation and Broader Impact

The main limitation of this work is that the memory usage of 3DGS-based methods is non-trivial and
maybe unaffordable to some low-RAM mobile devices. HDR imaging is a very important topic in
computational photography. Nowadays, billions of LDR images are captured by mobile phones and
cameras. Therefore, how to enhance the quality of these images, adapt the exposure level, and render
HDR views is worth studying. Our HDR-GS is capable of reconstructing better HDR and LDR
views with controllable exposure time at 1000x speed than SOTA methods, showing great value in
practical applications. Until now, 3D HDR imaging techniques have no negative social impact yet.
Our proposed HDR-GS does not present any negative foreseeable societal consequences, either.

6 Conclusion

This paper focuses on studying the efficiency problem of 3D HDR imaging. We propose the first
Gaussian Splatting-based framework, HDR-GS, for HDR novel view synthesis. Our HDR-GS is
based on the Dual Dynamic Range Gaussian point clouds that can jointly model HDR color and
LDR color with user input exposure time. Then, the HDR and LDR colors are fed into two Parallel
Differentiable Rasterization processes to render the HDR and LDR views. To avoid the limitations of
NDC system and establish a data foundation for the research of 3DGS-based methods, we recalibrate
the camera parameters and compute the initial positions for Gaussian point clouds. Experiments show
that our HDR-GS outperforms the SOTA NeRF-based method by 1.91 and 3.84 dB on HDR and LDR
novel view rendering, while enjoying 1000x inference speed and requiring only 6.3% training time.
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* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: Please refer to Sec. 4.1 for the implementation details of training and testing.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: Please refer to the experiment part, i.e., Sec. 4.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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8.

10.

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: Please refer to Sec. 4.1.
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: Please refer to Sec. 5
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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11.

12.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: This paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We have carefully credited all previous works we used in the paper. The
license and terms are properly respected.

Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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14.

15.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: We provide our source code with instructions.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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