
Evaluating the effects of colour blending on optical-see-through displays for
ubiquitous visualizations

Charles-Olivier Dufresne-Camaro∗ Yumiko Sakamoto† Pourang Irani‡

Department of Computer Science, University of British Columbia - Okanagan

Abstract

Optical-see-through (OST) augmented reality headsets of-
fer users the flexibility to access relevant data visualizations
anytime and anywhere. However, the appearance of con-
tent displayed on OST displays varies in colour and trans-
parency depending on the environment they are viewed in,
potentially leading to interpretation challenges. We present
the findings of a psychophysical study (N = 24), aimed at
assessing the impact of two environmental factors – light-
ing intensity and background colour – on user performance
and colour perception accuracy in a visualization and colour-
matching task using an OST headset. Our results suggest
the effect of background colour on visualization interpreta-
tion is notable only under bright lighting conditions. Inter-
estingly, participants perceived low-colour-contrast scenar-
ios as more challenging, although their performance did not
decline. Additionally, visualization colours were perceptibly
and distinctly mismatched, but did not blend with the back-
ground colours. Finally, we discuss visual comfort and colour
coding in the context of designing ubiquitous visualizations
on OST displays, highlighting open challenges.

Index Terms: Human-centered computing—Visual-
ization—Visualization application domains—Information
visualization; Human-centered computing—Visualiza-
tion—Empirical studies in visualization; Human-centered
computing—Ubiquitous and mobile computing—Empirical
studies in ubiquitous and mobile computing.—

1 Introduction

Ubiquitous visualizations were recently defined as data vi-
sualizations available anytime and anywhere [45], affording
users with the ability to view relevant information in-situ,
and respond to in-the-moment queries. Augmented real-
ity (AR) optical-see-through (OST) head-mounted displays
(HMDs) can support such applications by augmenting the
user’s physical environment. For example, a user at a mall
could concurrently view the price history of a product they
are purchasing and compare prices between stores, while
keeping track of their surroundings behind the AR content.

OST displays are unique in the way they augment the
user’s environment: virtual content is rendered on a semi-
transparent display, directly overlaying the physical envi-
ronment. Dark colours (e.g., black) can thus be impossible
to perceive if the physical environment is too bright. This
design introduces the problem of colour blending: reduc-
tions in display contrast due to the virtual elements blending
in with the environment’s colours [16]. For example, a red
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virtual object may appear greener when viewed over grass.
Colour blending could induce significant usability issues in
ubiquitous visualization applications, as colour is commonly
used to encode information. Users may take longer to inter-
pret a chart due to lower foreground-background contrast,
or arrive to an incorrect interpretation due to inaccurately
perceiving a colour encoding [15]. Contrast issues on re-
cent OST-HMDs are further exacerbated by environmental
lighting conditions. For example, the Microsoft Hololens 2
has roughly 25% luminance contrast in lighting intensities
equivalent to an overcast day [14, 44]. Although the effects
of colour blending have been quantified through metrological
experiments [16, 23], we find a general lack of perceptual re-
search focusing on evaluating its effects on user performance
in ubiquitous visualization settings.

Countless guidelines for designing colour-coded visualiza-
tions on traditional opaque displays have been proposed and
validated [36, 47]. However, few have been examined on OST
displays, where they may not generalize due to unique view-
ing conditions. Recent work in colour science have notably
suggested that colour perception on OST displays may be
unique [10, 20, 37, 53], further blurring the extent to which
traditional guidelines may generalize to this medium. We
thus identify a need to understand how colour blending af-
fects visualization interpretation on OST displays to inform
on the design of ubiquitous visualizations, and the necessity
of correcting its effects. We note existing corrective methods
[9, 25, 54] do not preserve colour encodings, limiting their
uses to support visualization applications.

For ubiquitous visualizations to support users in-situ and
provide engaging experiences [45], we must understand how
the environment itself affects users (e.g., through colour
blending). In this work, we simultaneously investigate the
effects of two visual factors of physical environments – light-
ing intensity and background colour – on visualization inter-
pretation performance and colour perception accuracy on an
OST-HMD. To this effect, we present the results of a psy-
chophysical study (N = 24) which involved interpreting and
colour-matching 2D scatter charts situated within visually-
distinct indoor environments on a Microsoft Hololens 2. Our
results show that participants’ interpretation performance
was only affected by more visually complex backgrounds
under brighter lighting. Although low-contrast conditions
(e.g., green visualization on green background) were found
more difficult by participants, we found no significant differ-
ences in performance. Additionally, participants percepti-
bly mismatched visualization colours in luminance and chro-
maticity, but no clear patterns emerged which would indicate
colour blending as the main cause. Similar to prior work [15],
colours like blue and yellow were more accurately matched
than red, providing insights for colour map design on OST
displays. Finally, we discuss our findings in the context of vi-
sual comfort and colour coding for ubiquitous visualizations
on OST displays, and outline open challenges. Study mate-
rials and data are available at: https://osf.io/qbh32/.

https://osf.io/qbh32/


Our contributions include:

• C1: empirical support for the effects of lighting in-
tensity and background colour on the interpretation of
coloured visualizations on OST-HMDs;

• C2: empirical evidence of the impact of colour blend-
ing on colour perception accuracy on OST-HMDs, con-
trasting with earlier research;

• C3: a discussion on colour coding and the importance
of visual comfort in ubiquitous visualizations on OST
displays.

2 Related work

2.1 Colour perception on OST displays

OST displays are semi-transparent, resulting in a see-through
appearance for the rendered augmented reality (AR) ele-
ments. Due to their additive nature, the visible gamut of
OST displays vary based on lighting conditions, with darker
colours disappearing under brighter lighting [26]. Current
OST-HMDs offer limited brightness, resulting in poor con-
trast in outdoor conditions [14]. Transparency has been no-
tably shown to affect user performance on visual-search tasks
on OST-HMDs when reaching critical levels [24].

Metelli [33] framed transparency perception as a spec-
trum where viewers may see two coloured patches – a semi-
transparent overlaying an opaque one – as two separate lay-
ers (i.e., colour scission), or as a single patch of the mixed
colours (i.e., colour fusion). Complete colour scission ap-
pears ideal from a usability perspective for OST displays,
as the perception of the colour of virtual elements would
not be affected by the underlying background. However,
colour perception on OST displays appear closer to incom-
plete colour scission [10, 15]: users may identify two layers,
but incorrectly separate the colours.

Colour blending is defined on OST displays as the mixing
of virtual content’s colours with the physical environment
underlying them [16]. Metrological experiments showed that
under natural light, the colours’ appearance were percepti-
bly distorted towards the background colours [16]. Follow-
up user studies revealed contrasting effects of background
from large distinct distortions [10] to negligible differences
[15] between backgrounds. The distortions also notably dif-
fer from those measured in metrological studies [10]. Cor-
related colour temperature (CCT) of illuminants has addi-
tionally been shown to affect perceived colour appearances
on OST displays [6, 20]. We note multiple colour-corrections
approaches have been proposed to minimize colour blending
[9, 28, 29, 54]. However, they do not preserve colour encod-
ings, making them unusable on colour-coded visualizations.

Colours on OST displays are not perceived as equally dis-
torted in colour matching tasks [15, 32, 51]. For example,
matching errors for red were ≥ 2 times larger than for blue
and yellow on an OST heads-up display [15]. Furthermore,
colour appearance models, such as the CAM16 [30], do not
accurately predict the perception of AR elements [20, 37, 53].
Colour perception on OST displays may thus be unique, and
rely on other contextual cues to assess colour [10, 20], lumi-
nance [37, 53], and transparency [52]. Colour-scission models
have been proposed for luminance [37] and colour [10, 19],
but have yet to reliably predict colour appearance. Finally,
colour perception may be affected by the display’s charac-
teristics and imperfections [46, 51]. Thus, modeling colour
perception on OST displays remains an open problem, which
further complicates the design of ubiquitous visualizations.

Although colour perception has been explored on OST
displays, the impact of colour blending on user colour per-
ception in ubiquitous visualization tasks remains an open
question. Prior studies have additionally focused primarily
on the effects of single attributes of the physical world, limit-
ing our understanding in more complex and visually diverse
settings. Furthermore, the tasks did not account for visual
factors critical in visualizations (e.g., content density, mark
shape and sizes). We thus conduct a psychophysical study
involving distinct physical environments and lighting condi-
tions to identify their combined effects on colour perception
accuracy on an OST-HMD.

2.2 Designing ubiquitous visualizations on OST displays

Ubiquitous visualization has been recently defined as data
visualizations that can be viewed anywhere, anytime [45].
Ubiquitous visualizations can be situated [3, 50], and facil-
itate a broad range of applications from supporting in-the-
moment queries to more complex analyses (e.g., immersive
analytics applications [1, 11]). Although ubiquitous visual-
izations have not yet been extensively studied, their design
can be inspired from neighbouring research areas: For exam-
ple, where to position content within a user’s field of view
[31], and situate visualizations in the world [38]. We addi-
tionally find research in related areas has focused primarily
on specific applications and settings rather than more funda-
mental challenges (e.g., visual perception [13]), which limits
our understanding of designing applications more generally.

Countless guidelines for designing data visualizations on
traditional displays have been proposed over the last few
decades based on human visual perception [8, 36, 47]. Colour
is an effective visual channel to encode information, and has
received extensive attention. Guidelines focus notably on de-
signing effective colour maps [21, 49], with colour differences
large enough to correctly interpret the codes [41, 42, 43].
Furthermore, colour codes may be affected by simultaneous
contrast effects, where the surrounding (e.g., background) of
a visual mark will change its perceived appearance [4, 22, 48]
(e.g., a coloured mark surrounded by a darker colour will
appear lighter). However, we find most guidelines have not
been formally studied for OST displays, where display char-
acteristics and viewing conditions can differ greatly.

Finally, we note the medium on which a visualization
is displayed constrains its design (e.g., size, content den-
sity, colours). OST displays impose stricter constraints than
traditional displays, due to hardware limitations and com-
plexity [26]. OST-HMDs have been shown to be spatially
non-uniform, producing perceptible colour distortions across
their surface [23, 26, 51]. Additionally, binocular OST dis-
plays may produce slightly different stimuli for each eye,
further distorting the appearance of virtual elements [46].

In summary, we find a lack of grounded and actionable de-
sign guidelines surrounding the use of colour in ubiquitous
visualizations on OST displays. We address this by con-
ducting a psychophysical study to identify the main effects
of two core visual factors of physical environments (lighting
intensity and background colour) on user performance and
colour perception in a general visualization task.

3 Study Methodology

Colour blending represents the mixing of the light emitted
by the OST display with the light reflected from the environ-
ment towards the display [16]. The reflected light’s intensity
modulates the transparency of the rendered AR elements
[14]. The light’s colour, which varies notably based on the
illuminant’s correlated colour temperature (CCT) and the



colour of the surface from which it is reflected, may in turn
distort the elements’ appearance [16, 10, 20].

We thus conducted an in-person psychophysical study
with controlled physical environments to evaluate the effects
of colour blending on user performance interpreting ubiqui-
tous visualizations on OST-HMDs. Specifically, we studied
the effects of three factors – background (colour), lighting
intensity, and visual mark colour – on user visualization in-
terpretation performance, colour perception accuracy (i.e.,
how close one’s perception of a colour is to the target), and
perceived workload. We focused on background (surface)
colour to represent the reflected light’s colour as this prop-
erty is more likely to vary in real-life environments and pro-
duce noticeable changes in viewing conditions. Participants
completed two tasks requiring them to 1) interpret simple
2D scatter charts, and 2) identify the colour of the visual
marks rendered on an OST-HMD (Microsoft Hololens 2).

Our study design is grounded in established psychophysi-
cal experimental designs used to assess colour perception on
OST displays. Such methods involve participants matching
an AR stimulus colour to a target on a different medium
(e.g., opaque display) through adjustments [20, 51] or by
selecting from a fixed set [10, 15]. In this work, we specifi-
cally adapted Gabbard et al.’s methodology [15] to support
exploring colour perception for ubiquitous visualization re-
search, and to control and mitigate the effects of extrane-
ous variables based on hardware (e.g., spatial distortions on
OST-HMDs [26, 46, 51]), visual perception (e.g., mark size
in visualizations [43]) and colour-vision deficiencies. We se-
lected this approach over others because it has notably been
used to evaluate the effects of colour in practical tasks [15].

3.1 Research Questions & Hypotheses

Our study was designed to answer the following research
questions with respect to users’ performance interpreting vi-
sualizations, and their colour perception of visual marks on
an OST-HMD:

RQ1. What are the effects of lighting intensity?
We hypothesize brighter lighting intensities will lead to
worse interpretation performance due to decreased OST dis-
play contrast [14] (H1.1), and less accurate colour percep-
tion as colour blending will be more intense [16] (H1.2).

RQ2. What are the effects of the background?
We hypothesize backgrounds will not affect interpretation
performance [40] (H2.1), but will decrease colour perception
accuracy of the marks due to colour blending [16] (H2.2).

RQ3. What are the effects of visual marks’ colour?
We hypothesize interpretation performance will not be af-
fected by the visual marks’ colour [15] (H3.1). However,
colour perception accuracy will vary [15] (H3.2).

RQ4. What are the interaction effects between
the background and the visual marks’ colour? We hy-
pothesize that when the difference between the background’s
colour and mark colour is small (i.e., low contrast), interpre-
tation performance will decrease (H4.1), but colour percep-
tion will be more accurate as the appearance of the blended
colour will be closer to the mark’s colour [16] (H4.2).

3.2 Factors

This study focuses on three within-subject factors summa-
rized in Fig. 1: Background, Lighting intensity, and Mark
colour (i.e., the colour of the marks in a visualization).

Background Background represents the colour of the il-
luminated surface from which light is reflected towards the
OST-HMD. We considered three backgrounds with distinct
surface colours (Fig. 1): brick (brown and grey), paint

(green), and wallpaper (blue-grey). The textures were
selected to reflect commonly-encountered indoor environ-
ments, and to produce different contrast conditions when
viewed under data visualizations. We further used non-
reflective materials over prints or digital renders to gener-
ate realistic viewing conditions where physical lighting inter-
acts with the environment. Although each background has
a relatively different texture complexity (e.g., brick having
a two-colour pattern compared to paint having only a faint
depth pattern), we expected these differences to not affect
visualization interpretation performance based on prior work
[40]. Finally, all backgrounds were illuminated by the same
3000K illuminant (warm light) to control the effects of CCT
on colour perception [6, 20].

Lighting intensity We defined Lighting intensity as the
amount of light reflected from the background’s surface to-
wards the OST-HMD (Hololens 2), before it passes through
the display. This factor directly relates to the transparency
of the AR elements rendered on the OST display[14]. We
specifically selected two levels corresponding to typical in-
door lighting conditions [44]: 100 cd/m2 (hallways) and 350

cd/m2 (office spaces). Furthermore, these levels exemplify
two distinct display contrast levels on the Hololens 2: 70%
and 42% luminance contrast [34] respectively1.

Mark colours Five mark colours were selected based on
their frequency of use in traditional information visualiza-
tions [47], and current OST-HMDs limitations [26]: blue,
green, red, white (light grey), and yellow. The specific
colour values were chosen to fit within the Hololens 2’s
colour gamut. Colours were also grouped by lightness with
blue, green, and red having medium lightness (L∗ ≈ 50 in
L∗a∗b∗ space), and white and yellow having high lightness
(L∗ ≈ 80). This allowed us to explore whether colour light-
ness may affect user performance [15].

3.3 Apparatus

Sessions were conducted in a closed indoor space with
controllable halogen light sources (3000K) as illuminants
(Fig. 2). Backgrounds were created using 1.2m× 1.1m phys-
ical panels hung on a stand. Participants sat on a chair fac-
ing the stand, 1.25m away. Panels were designed to be large
enough to cover the participant’s field of view (52◦ × 46◦),
such that the visualizations would be positioned entirely
within a panel. Light sources were 1.65m high, facing the
stand at an angle to produce uniform lighting across the sur-
face underlying the visualizations without hotspots. Light
source intensities were adjusted for each background to en-
sure the light reflected towards the participant corresponded
to the two intensity levels. We used an Extech LT45 light-
meter to measure the intensities.

Visualizations were rendered on a Microsoft Hololens 2
OST-HMD with maximum display brightness. The headset
was eye calibrated for each participant. Visualizations were
anchored on the physical panels, centered, at eye-level, and
directly facing the participant. The visualization applica-
tion was built in Unity using MRTK2, UXF [5], and u2vis
[39]. Visualizations consisted of 2D scatter charts with non-
overlapping disk-shaped marks distributed semi-randomly
(Fig. 2; see Sect. 3.5.1 for details). Visualizations were
25◦ × 25◦ in visual angles, fitting fully inside the Hololens

1We calculated these values using Erickson et al.’s approach
[14] with a halogen light source (3000K CCT).

2https://github.com/microsoft/MixedRealityToolkit-Unity
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Figure 1: Background conditions, visual mark colours and lighting intensities used in our study. Colours are included for illustrative purposes,
and may not reflect how they appeared in the study, due to display format and calibration. Colour values for the background and visual mark
colours are provided in the supplementary materials.

2’s field of view (43◦ × 29◦). Disk mark diameters were de-
signed to be 1.17◦ in order for colour perception to be more
sensitive to colour contrast than brightness contrast3 [35].

We collected responses using a custom Android applica-
tion deployed on a 12.4” Samsung S7 FE tablet at maximum
brightness on a table to the right of the participants. Colour
responses were collected through a discrete colour palette,
similar to the one used by Gabbard et al. [15] (Fig. 2). We
opted for a fixed palette rather than free adjustments (e.g.,
in HSV space [51]) to reduce the time taken to match colours.
The colour palette consisted of 148 colours uniformly sam-
pled from the L∗a∗b∗ colour space with L∗ ∈ [30, 90] 4. Each
row corresponded to a different L∗ value, and columns to a
different hue. Colours were adjusted to fit the colour gamut
of the tablet as needed. Neighbouring columns had an aver-
age colour distance of ∆a∗b∗ = 19.1, and neighbouring rows
a lightness difference of ∆L∗ = 9.89. Mark colour levels were
included in the palette, and were tuned, in the CIE 1931 xyY
colour space, in complete darkness on the Hololens 2 to be
within 2cd/m2 (equivalent to Y ≤ .05) and .01 chromatic-
ity (xy) distance from the palette’s, using an off-the-shelf
display colorimeter adapted for this purpose. This ensured
participant responses reflected the effects of colour blending
on colour perception, and minimized the effects of the dis-
play’s colour profile. [15]. The tuning method is described
in supplementary materials.

3.4 Participants

The study was conducted at a North American post-
secondary institution, and ethics approval was obtained from
their research ethics board. Recruited participants com-
pleted a physical 14-plate Ishihara test [7] to verify whether
they can perceive red-green colour differences. We identified
participants as outliers if they responded incorrectly to at
least three plates, and did not use their data in our analysis.

Twenty-six participants were recruited. While all partici-
pants reported having normal or corrected-to-normal vision,
and not suffering from any colour vision deficiency, two par-
ticipants’ data were excluded as their Ishihara test results

3We translated the 0.5cycle/deg guideline of Mullen [35] to a
minimum mark size of 1 degree by posing 1 ”cycle” to correspond
to two times the diameter of a disk mark (half ON, half OFF),
similar to a square wave signal.

4Blue hues were sampled at a coarser rate, since they appeared
too similar once rendered on the tablet.

indicated some colour deficiency. This left us with twenty-
four participants (11F, 13M; Mage = 25.3 yo., SDage = 7.4,
range: 19 - 47). Participants were not so familiar with AR
in general (M = 3.38, SD = 1.56), with only three (12.5%)
using OST-HMDs at least a few times per month. Further-
more, participants were strongly familiar with simple 2D
visualizations (M = 6.08, SD = 1.06), and were confident in
their ability to correctly interpret them (M = 5.63, SD =
1.17). All responses are on a 7-point Likert scale, where a
higher rating indicated higher familiarity or confidence.

3.5 Procedure

After signing the consent form, participants were fitted with
the Hololens 2, and were introduced to the visualization in-
terpretation and the colour matching tasks. Each partici-
pant completed four practice trials to familiarize themselves
with the study. Note that during the practice trials, condi-
tions were different from the studied factor levels to avoid
any potential learning effects. In each trial, participants
were shown a 2D scatter chart on the Hololens 2, and asked
to successively complete the visualization interpretation and
colour matching tasks. We included a 2.5 second pause with
no visual stimulus between trials to reduce afterimages, and
allow participants to prepare for the next trial. The specific
pause time was set based on results of a pilot study. Partic-
ipants completed a total of 60 trials (2 lighting intensities ×
3 backgrounds × 5 mark colours × 2 repetitions).

Trials were evenly distributed across six blocks: one per
background × lighting intensity. At the end of each block,
participants completed an 11-point-scale NASA-TLX ques-
tionnaire [18] focusing on the interpretation task in the spe-
cific environment, and were offered a two minute break. At
the end of the study, participants completed a questionnaire
on their perception of each factor’s impact on their interpre-
tation performance. The study lasted on average 75 minutes,
and participants received a $20 CAD Amazon gift card.

For each trial, the following dependent variables were col-
lected: interpretation (completion) time and response for the
visualization interpretation task, and colour response for the
colour matching task. The backgrounds’ order was counter-
balanced using a 6× 6 Latin square, so that the same back-
ground appeared in two consecutive blocks (one per lighting
intensity). Lighting intensities were set to appear in bright-
dim order for half the participants, and dim-bright for the
others. Finally, mark colours were randomized within each
block, so that each colour would appear two times per block.



Figure 2: Left: Study space set up for a bright lighting and paint background condition during a trial. The user is currently matching the colour
of the marks using the colour palette on the right. Right: Example scatter chart with white coloured marks shown during a trial (Top). Note
that this image is only used for illustrative purposes, and does not reflect the visualization’s appearance on the Hololens 2 (i.e., colour, and
transparency). Participants were asked to identify which of the four groups contained the most marks, followed by matching the mark’s colour
as it appeared to them with the colour palette rendered on the tablet (Bottom).

3.5.1 Visualization interpretation task

The 2D scatter charts consisted of four distinct groups of
randomly distributed disk-shaped marks (32 in total), de-
limited by a 2D axis system with no tick marks (Fig. 2).
For each chart, participants were asked to identify which
of the four groups contained the most marks. Participants
were told to focus on obtaining the correct answer using any
technique, and that they had no time limit. They were also
allowed to rotate their head to bring marks closer to the
centre of the display to increase their opacity, due to the
Hololens 2’s distortions along its periphery [26, 51]. Partici-
pants were instructed to press the Space key on a keyboard
as soon as they identified the correct answer, and then to
press a button corresponding to the group on the tablet. The
chart disappeared after pressing the Space key to avoid par-
ticipants gaming the task. We defined interpretation time as
the time taken for the participant to press the Space key after
the chart first appeared. We used this definition, as partic-
ipants of our pilot studies would take a variable amount of
time to respond after identifying the correct answer. Finally,
task accuracy was measured based on whether the partici-
pant selected the right group.

We used this discrimination task [12] for its simplicity: so-
lutions involved deriving the number of marks in each group,
and comparing them to find the max value [2]. We further
selected scatter charts, because it allowed us to control the
effects of mark size on colour perception accuracy [42, 43],
without affecting the fidelity of the task. The difference be-
tween the two most populous groups was randomly set to be
one or two marks, based on the results of a pilot study, to
reduce potential learning effects. The number of marks per
visualization was also optimized to ensure the task can be
completed in ≤ 20s, and avoid participants subitizing [27]
(i.e., obtaining the solution without counting the marks).

3.5.2 Colour matching task

Upon completing the interpretation task, the scatter chart
reappeared and participants were asked to match the ap-
pearance of the marks’ colour as they perceived it using the
colour palette. Participants were instructed to centre their
field of view on the middle of the chart, and focus only on
the marks closest to the centre. Participants would then
flip open the Hololens 2 display, look directly at the colour
palette rendered on the tablet to their right, and select the
colour patch that most closely matched their perception of
the mark’s colour (Fig. 2). These steps were included to
avoid biasing the user’s colour perception due to the Hololens
2 display’s non-uniformities [23, 26, 51]. Furthermore, dis-
playing the colour palette on an external opaque display al-
lowed us to measure potential effects of colour blending on
perception accuracy. We additionally used a fixed, discrete
colour palette to keep trials’ duration short.

4 Results

Three-way Repeated Measures (RM) ANOVA (Lighting in-
tensity × Background × Mark colour) was conducted on all
measures (averaged over repetitions), correcting for spheric-
ity where necessary using Hyunh-Feldt correction (if ϵ >
0.75) or Greenhouse-Geisser [17], unless stated otherwise.
We additionally conducted pairwise comparisons where nec-
essary using paired t-tests with Bonferroni correction.

4.1 Visualization interpretation

4.1.1 Interpretation performance

We evaluated performance through interpretation time and
accuracy. No interaction effects or main effects were found
on interpretation accuracy: The average accuracy across all
conditions was 99.3% (SD = .3%), indicating that regard-
less of the conditions, the visualization interpretation task
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Figure 3: Left: Mean interpretation times in the visualization interpretation task (N = 24) between Background and Lighting intensity (Top),
and between Mark colour and Background (Bottom). Middle & Right: Mean perceived difficulty rating responses (N = 24; 7-point scale
in post-study questionnaire) for the visualization interpretation task for Lighting intensity (Top-middle), Background (Top-right), Mark colour
(Bottom-middle), and Background × Mark colour (Bottom-right). Error bars represent 95% confidence intervals.

was performed accurately. To explore potential learning ef-
fects, we compared the mean interpretation times of the first
and last three trials of the session. The difference was not
significant, but had a medium effect size (p = .14, η2 = .09).

We observed a large interaction effect between Background
and Lighting intensity on interpretation time, F (2, 46) =
4.46, p = .02, η2

p = .16 (see Fig. 3 for mean interpretation
times). Participants spent a longer time interpreting visual-
izations against the brick background when the lighting was
bright in comparison to when the lighting was dim (p ≤ .01).
Furthermore, only under bright lighting, participants spent
a longer amount of time with the brick background than
the paint and wallpaper backgrounds (ps ≤ .01). This indi-
cates that when participants performed the task under dim
lighting, the background might not have had any significant
effect on the interpretation time. Additionally, a marginal
interaction effect was found between Mark colour and Back-
ground : ϵ = .98, F (7.85, 180), p = .097, η2

p = .07. Pairwise
comparisons revealed a significant Mark colour effect only
with the brick background (p = .02): participants spent less
time when the marks were white, compared to when they
were red. Taking the accuracy and interpretation time data
together, it appears that participants were able to perform
the task accurately as long as they had sufficient time to
interpret the visualization.

4.1.2 NASA-TLX

We performed two-way RM-ANOVA (Lighting intensity ×
Background) to compare the responses for each of the six
NASA-TLX dimensions [18] (see Fig. 4 for mean response
distributions). Three medium to large interaction effects
were found for the following dimensions: Mental demand;
ϵ = .88, F (1.75, 40.3) = 4.34, p = .02, η2

p = .16, Physical

demand; ϵ = .90, F (1.80, 41.4) = 4.53, p = .02, η2
p = .17, and

Frustration; ϵ = .99, F (1.99, 45.8) = 3.46, p = .04, η2
p = .13.

Under bright lighting, participants perceived the interpreta-
tion task as more mentally and physically demanding when
viewed over the brick background than the wallpaper back-
ground (pm = .04, pp ≤ .01). Brick also led to higher

physical demand under bright lighting, compared to paint
(p ≤ .01). Additionally, completing the task on the brick
and paint backgrounds was found to be more mentally de-
manding under bright than under dim lighting (ps ≤ .02).
Lastly, participants found the task more physically demand-
ing and frustrating under bright lighting, compared to dim
lighting, for every background (ps ≤ .04).

Furthermore, we observed two main effects of Lighting in-
tensity : Performance ;F (1, 23) = 6.46, p = .02, η2

p = .22, and

Effort; F (1, 23) = 11.6, p ≤ .01, η2
p = .33. Participants were

more confident about their performance, and felt interpreta-
tion required less effort when completed under dim lighting
than under bright lighting. Finally, Background had a large
effect on Effort; ϵ = .84, F (1.69, 38.8) = 4.16, p = .03, η2

p =
.15. Two comparisons were close to marginal significance
but none were statistically significant (brick vs. wallpaper,
p = .10; brick vs. paint, p = .11).

4.1.3 Perceived difficulty

In the post-study questionnaire, participants rated their
perceived task difficulty based on Lighting intensity, Back-
ground, Mark colour, as well as Background × Mark colour.
Participants completed four questions using 7-point Likert
scales (e.g., In general, this mark colour made the task...
with a scale; 1 = much easier to 7 =much harder), and jus-
tified their ratings through open-ended responses. See Fig. 3
for the mean ratings of each question.

Lighting intensity Participants felt the task was more dif-
ficult under bright lighting F (1, 23) = 67.23, p ≤ .01, η2 =
.75, than dim lighting. Almost all the participants (i.e.,
23/24 or 96%) further described the task as more difficult
under bright lighting (e.g., P10: “Brighter light makes the
holographic display appear dimmer and more transparent”).

Background The task was found more difficult when per-
formed in front of the brick background, F (2, 46) = 5.29, p ≤
.01, η2 = .19,instead of the wallpaper background (p = .02).
Participants noted the brick’s more complex texture and
colours (e.g., P08: “brick was the hardest because it was a
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Figure 4: Mean NASA-TLX [18] responses (N = 24) between Background and Lighting intensity. Error bars represent 95% confidence intervals.

textured background that made it difficult to focus on the
[marks].”; P06 “the white lines interferred [sic] with the
[marks], made them appear lighter.”

Mark colour Perceived task difficulty did not vary sig-
nificantly betweenMark colours, ϵ = .96, F (3.84, 88.5) =
1.88, p = .12, η2 = .08. Fourteen participants (58%) noted
certain colours appeared more distorted without mention-
ing lighting or background (e.g., P07: “especialy [sic] for
yellow, where it looked peach, lime and yellow”; P09: “The
white looked a bit purplish and pink”). However, no clear
trends emerged from their justifications.

Background × Mark colour We found a large interaction
effect, ϵ = .94, F (7.53, 173) = 5.26, p ≤ .01, η2 = .19. Partic-
ipants found the task more difficult on the paint background
when the marks were green, compared to red (p = .048) or
white (p = .03). Similarly, participants felt interpreting: 1)
green marks over paint to be more difficult than over wallpa-
per (p ≤ .01); 2) red and yellow marks over brick to be more
difficult than over wallpaper (ps ≤ .04); and 3) white marks
over brick to be more difficult than over paint (p ≤ .01).
Fifteen participants (63%) further noted that low-contrast
conditions made the visualization more difficult on average
(e.g., P20: “If the colour matched with the background it was
harder to identify it”).

4.2 Colour matching

We define colour perception accuracy as the difference in
xyY colour space between the participants’ colour responses
and the target Mark colours in terms of luminance (i.e., Y)
and chromaticity (i.e., xy). Following Gabbard et al.’s ap-
proach [15], we calculated luminance and chromaticity shifts,
as well as dispersions. Note shift indicates the degree to
which a colour’s appearance is distorted, which we quanti-
fied using the Euclidean distance between a colour response
and the target mark colour. Dispersion represents how much
colour responses vary between participants, and is calculated
for each condition separately as the Euclidean distance be-
tween a participants’ colour response and the mean colour
response. We also considered the distributions of colour
responses in xy space to examine whether colour blending
pulled participants’ responses towards the appearances of

the backgrounds [16, 10]. Note that we only report differ-
ences larger than our luminance and chromaticity tuning
tolerances (i.e., 2cd/m2 and .01). Fig. 5 presents the mean
colour responses for each condition.

4.2.1 Luminance matching

Luminance shift We performed three-way RM-ANOVA
(Lighting intensity × Background × Mark colour) on signed
luminance shifts (GM = 7.22 lux, SD = 1.1 lux), which
revealed no significant interaction effects. A large Mark
colour effect was found; ϵ = .82, F (3.27, 75.2) = 38.2, p ≤
.01, η2

p = .62 (see Fig. 6). Pairwise comparisons revealed
participants were inclined to overestimate the brightness
of green marks much more than every other mark colour
(ps ≤ .01), and were more accurate for yellow marks than
all other colours (ps ≤ .01). Furthermore, Background
strongly affected participants’ accuracy in matching lumi-
nances; ϵ = .92, F (1, 83, 42.1) = 12.2, p ≤ .01, η2

p = .35. Par-
ticipants overestimated colour luminance more when viewed
over the paint background than the brick and wallpaper
backgrounds (ps ≤ .01), indicating the higher saturation of
the paint background might have biased participant’s per-
ception towards lighter colours.

Luminance dispersion We found no interaction effects be-
tween any of the factors, with a grand mean (GM) of 6.14 lux
(SD = .50 lux). Only Mark colour had a large main effect;
ϵ = .66, F (2.65, 61.0) = 8.56, p ≤ .01, η2

p = .27 (see Fig. 6 for
mean responses), with red having less dispersed luminance
responses than blue, green, and white (ps ≤ .02), and yellow
being less dispersed than green and white (ps ≤ .05).

4.2.2 Chromaticity matching

Chromaticity shift Shifts were calculated using the Eu-
clidean distance with (x, y) of the xyY colour space. We
then performed three-way RM-ANOVA (Lighting intensity
× Background × Mark colour), which revealed no signif-
icant interaction effects. Mean shift values across condi-
tions are shown in Fig. 6, with the grand mean equal to
.067 (SD = .005). Mark colour had a large main effect;
ϵ = .65, F (2.62, 60.2) = 35.5, p ≤ .01, η2

p = .61, with red
mark responses being less accurate than all other colours
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Figure 6: Mean luminance (Top row) and chromaticity (Bottom row) shifts and dispersions of colour responses (N = 24) in xyY colour space.
Error bars represent 95% confidence intervals.

(ps ≤ .01). White mark responses were also significantly
more distorted than blue marks (p = .01). Furthermore,
we found a large main effect of Background ; ϵ = .85,
F (1.70, 39.1) = 4.23, p = .03, η2

p = .16, but pairwise dif-
ferences were all smaller than our tuning tolerance (.01).

Chromaticity dispersion Our tests revealed no significant
interaction nor main effects across any of the factors. The
grand mean across all conditions is .044 (SD = .003), in-
dicating participants are equally likely to perceive colours
as distorted across conditions [15]. See Fig. 6 for the mean
dispersion values between mark colours.

Chromaticity response distributions Shifts quantify the in-
tensity of the distortion, but not its direction (e.g., towards
blue or greener hues) which could indicate colour blend-
ing affected participants. Similarly, dispersions quantify the
variability of colour responses, but not how they are dis-
tributed in chromaticity. Fig. 7 shows the mean chromatic-
ities and prediction ellipses of the colour responses in the
xy plane. Shift directions varied between backgrounds for
certain colours (e.g., red on paint vs. brick). However, we
observed no trends across colours where mean shifts are ori-
ented towards the backgrounds’ colour, suggesting the chro-
maticity shifts may not be caused by colour blending. We ad-
ditionally found prediction ellipses to vary in orientation and
size based on Mark colour, similarly to dispersion measures:
blue had on average 2.25 times smaller areas than the other

colours. Furthermore, prediction ellipses of eachMark colour
differed between Lighting intensities, with intersection-over-
union (IoU) scores averaging .72 (SD = .10), suggesting
participants’ colour responses may vary based on lighting
intensity. However, no clear trends emerged with respect
to the background colours, indicating colour blending may
not have been amplified by brighter lighting. Finally, we ob-
served important overlap between the blue and white mark
ellipses for the brick background, which show participants
may have confused the two colours together.

5 Discussion

5.1 Effects on visualization interpretation

We hypothesized visualization interpretation performance
would be affected by Lighting intensity (H1.1), and the in-
teraction between Background and Mark colour (H4.1), but
not by Background (H2.1) norMark colour (H3.1) indepen-
dently. Considering participants had near perfect accuracy
across conditions (GM = 99.3%), and had unlimited time to
complete the interpretation task, we operationalize perfor-
mance in terms of interpretation time. We include workload
and subjective measures to supplement our interpretations
and situate our findings.

We observed an interaction effect between Background
and Lighting intensity, where only the more complex (i.e.,
multi-coloured) brick background led to longer interpreta-



Figure 7: Mean chromaticities and 95% prediction ellipses of colour responses in xy plane (N = 24) for each Mark colour (coloured □, with
white shown in black), Background, and Lighting intensity (dashed lines and cross marks for bright; plain lines and disk marks for dim) condition.
Background chromaticities under bright and dim lighting are represented by purple ♢ and ♦ marks respectively. Brick chart contains two ♢/♦
to reflect the colours of the bricks and the mortar separately. Intersection-over-unions (IoU) between ellipses of the same mark colour under
different lighting intensities are shown at the bottom of each chart.

tion times and higher workload when viewed under bright
lighting. This suggests the effects of the background on user
performance may only arise when the virtual elements are
more transparent and blend in more with the physical en-
vironment. Our OST-HMD’s luminance contrast notably
decreased from 70% to 42% in our bright lighting condition.
Participants additionally felt the task required more effort
and was more frustrating under bright than dim lighting.
Taken together, we have limited support towards brighter
lighting intensities reducing user performance, and can only
partially retain H1.1.

Our findings on the effects of Background contrast with
prior work on background clutter, suggesting users’ perfor-
mance may be affected even in single task conditions [40].
We posit this may be caused by differences in the lighting
intensities used in each experiment. Considering strictly the
results under bright lighting where the brick background de-
creased user performance (Fig. 3), we note discounting the
background [10] may be simpler to accomplish when it is
more uniform (e.g., has fewer distinct colours). As we ob-
served a condition where a more complex background led to
a slower interpretation time, we reject H2.1.

Lastly, we hypothesized task performance would decrease
in low-colour-contrast conditions, such as the green marks on
the paint background. However, we found only a marginal
interaction where interpretation time was shorter for white
marks than red marks when viewed over brick. We posit this
difference is caused primarily by the display’s luminance con-
trast and not colour contrast, similar to the Lighting inten-
sity and Background interaction: colours with lower light-
ness (i.e., blue, green, and red) which appear dimmer on the
OST-HMD had 1.3s longer interpretation times (SD = .4s)
on the brick background than the lighter colours white and
yellow (p ≤ .01, η2 = .35; Fig. 3). We therefore reject
H4.1. Additionally, we found no main effect of Mark colour
on user performance, and thus retain H3.1.

5.1.1 Perspective on Visual Comfort

We highlight the value of considering visual comfort based
on our results. We observed disparities between performance
and perceived difficulty regarding the interaction effect of
Background × Mark colour. We expected these measures

to match to some extent, as longer interpretation times can
indicate a visualization was more difficult to interpret.

Although performance did not vary between colour-
contrast extremes, participants’ perceived task difficulty did
(Fig. 3): For example, green marks on paint was found more
difficult than red marks on paint (red-green contrast), and
yellow marks on brick to be more difficult than yellow marks
on wallpaper (blue-yellow contrast). Participants’ effort may
have varied across contrast conditions, reducing differences
in performance [40]. However, as the responses were col-
lected at the end of the study, participants might have re-
sponded based more on their understanding of colour con-
trast than how they actually felt during the task. Never-
theless, colour-contrast enhancing methods for ubiquitous
visualizations could be valuable to enhance user comfort as
they move across different environments [9, 54], provided
they can maintain coherent colour codes.

Furthermore, while we found limited support towards the
effects of Lighting intensity and Background on interpreta-
tion performance, our results provide insights on the minimal
viewing conditions required to affect the usability of OST
displays for visualization applications. Specifically, lighting
conditions reducing an OST display’s luminance contrast to
42% (e.g., ≈ 350cd/m2 on the Hololens 2). As OST display
technology improves, we believe lighting intensities causing
this contrast will grow outside of typical use conditions, and
reduce the need to consider lighting intensity as a constraint.
However, we argue there is need to explore lighting-based
and background-based adjustments on the aspect of com-
fort, particularly in more complex and dynamic environ-
ments: users may compensate for more complex viewing
conditions by putting more effort (Fig. 4), which could in
turn increase fatigue and reduce application use times. For
example, a navigation application on an OST-HMD could
display a map (screen-fixed) or coloured glyphs (world-fixed)
to help tourists traverse through an area or exhibition. As
they traverse different spaces, the legibility of the visualiza-
tions may fluctuate: a green arrow or line tracing the path to
a destination could be easy to follow through hallways, but
appear faded outdoors as the user traverses parks or sunlit
areas. In such cases, context-aware techniques could modify
the visualizations’ colours to be more noticeable, or alter the



elements’ brightness to reduce eye strain in dimlit areas, or
to increase contrast outdoors.

5.2 Effects on colour perception

5.2.1 Colour perception accuracy

Our hypotheses focused on the potential effects of colour
blending [16] on colour perception accuracy through changes
in Lighting intensity (H1.2), Background (H2.2), and
colour contrast (H4.2). We additionally considered the ef-
fects of Mark colour independently (H3.2) based on prior
work [15]. We discuss results of both luminance and chro-
maticity shifts (i.e., the mean perceived distortions).

Mark colours were on average perceptibly mismatched
across conditions (Fig. 5), with L∗a∗b∗ perceptual distances
(∆L = 8.81, ∆a = 9.61 , ∆b = 12.5) ≤ 1.30 times larger
than the just-noticeable differences (JNDs) for the 1.17◦ vi-
sual marks used in our study [43].

Distortions differed between mark colours. Similar to the
results of Gabbard et al. [15], red had the largest chromatic-
ity shift (Fig. 6), nearly twice as large as all other colours.
Blue was the least distorted, making it a more robust colour
to encode information. Furthermore, participants overesti-
mated the lightness of all colours except yellow (Fig. 6), with
green having the largest mean shift. Differences between
colours may be due to their relative footprints in colour
gamuts and our colour palette (Fig. 2)): participants had
fewer yellow-like colours to pick from across lightness, com-
pared to green. Additionally, participants may have strug-
gled to match colours between the two displays, as they were
not given any colour references. We thus retain H3.2.

We found no support for our hypothesis regarding Back-
ground-Mark colour contrast. Low-contrast (e.g., paint and
green marks), and high-contrast (e.g., paint and red marks)
responses did not significantly differ in chromaticity and lu-
minance shifts, and so we reject H4.2. Furthermore, we
observed no differences in shifts between Lighting intensi-
ties. Although prediction ellipses (Fig. 7) differed, their po-
sition and size do not suggest colour responses were more
blended with the backgrounds. The OST-HMD’s luminance
contrasts (70% vs. 42%) may have been too large to accen-
tuate colour blending or affect participants’ ability to accu-
rately scission the colours [10]. We therefore reject H1.2.

Lastly, the effects of Background were limited to differ-
ences in luminance matching, with larger shifts for the paint
background. This may be due to the paint background hav-
ing a lighter and more saturated colour than the others:
participants may have struggled to accurately discount the
more apparent colour from the marks [10, 37]. Moreover,
although chromaticity prediction ellipses differed between
backgrounds (Fig. 7), we did not observe any trends that
would indicate colour blending to have affected participants’
colour perception (e.g., colour responses being closer to the
background’s chromaticity). The viewing conditions (e.g.,
texture, number of colours) may have been too simple for
colour blending to affect the participants. Additionally, par-
ticipants did not have to interact with the background, po-
tentially reducing its effects [40]. Nevertheless, we note the
directions of the chromaticity shifts were likely affected by
our illuminant’s CCT (3000K) [6, 20]. A different CCT,
especially under brighter lighting conditions, would likely
alter shift directions by modifying the colour of the light re-
flected from the background. However, based on our results,
we posit colour responses under a different illuminant would
not lead to significantly different chromaticity shifts between
Backgrounds. We thus only partially retain H2.2.

5.2.2 Variability in colour perception

Dispersion measures capture how colour responses vary be-
tween participants: the larger the dispersion, the more differ-
ent the perceptions [15]. We found differences in luminance
dispersions between Mark colours, with red and yellow hav-
ing smaller dispersions, indicating a higher agreement be-
tween participants. In contrast to prior work conducted out-
doors on an OST head-up display [15], we observed no main
effect of Mark colour on chromaticity dispersion. We also
found overlaps between prediction ellipses of blue and white
(Fig. 7), but note the differences in luminance may be suffi-
cient for the colours to not be misinterpreted for each other.
Furthermore, we posit the prediction ellipses may vary when
evaluated on multi-coloured visualizations, as participants’
perception can be further affected by simultaneous contrast
effects [22, 48] caused by the other mark colours as well as
the background. Finally, beyond individual differences in
colour vision, we posit dispersion levels may be partly due
to the non-uniformities of the OST-HMD [26, 46, 51].

5.2.3 Perspective on Colour-Coding

Our results inform on the challenges in designing colour-
coded visualizations on OST displays. We observed colours
are perceived as distorted differently in terms of chromaticity
and luminance, posing potential interpretation issues.

First, messages encoded through specific colours may not
be accurately perceived by users, leading to information loss.
For example, red or white may be perceived closer to pink
and light blue (Fig. 5) when the visual marks are small.
Including a reference colour (e.g., legend) on the OST dis-
play could mitigate this risk, but the colour may not appear
equally distorted due to display spatial distortions [26, 51].
However, we note most mean colour matches (Fig. 5) appear
as the same or similar hue as the original colour. Encodings
could thus be preserved in spite of the original colours ap-
pearing different, provided colours with similar appearances
are not used to encode distinct information. For example,
small red glyphs on a vehicle’s OST heads-up display alert-
ing the user of an imminent danger outside may be inter-
preted correctly even if their appearance is shifted towards
pink, unless pink hues are used for non-urgent notifications.
Based on our results, we suggest relying on less chromati-
cally distorted colours, such as blue, green, and yellow.

Secondly, variations in perception among users might re-
sult in different interpretations of colour maps, if the step
size between colours is smaller than these perceptual differ-
ences. To design colour maps for visualizations on OST dis-
plays, dispersion measures and existing colour JND models
for traditional displays [43] can be considered as initial ref-
erences. We suggest using less shifted and dispersed colours,
such as blue, as a foundation for monochromatic colour
maps. However, we advocate for further investigation to de-
termine whether their effectiveness generalizes across differ-
ent lightness levels. For example, the use of lightness-based
colour maps on OST displays may result in darker steps
being more difficult to interpret than others. In the case
of multi-coloured maps, priority should be given to colours
with no overlap between prediction ellipses and substantial
perceptual differences (e.g., blue and yellow).

Lastly, despite previous reports highlighting colour blend-
ing as a possible usability concern for OST displays [10, 16,
23], our findings show it did not noticeably impact partic-
ipants’ colour perception within the specific environments
examined in our study. This refers to static, low-visual-
complexity settings where the OST display maintains ≥ 42%
luminance contrast. We contend that additional research in



more complex environments is essential to extend our un-
derstanding of colour blending to more realistic conditions.

5.3 Limitations

We acknowledge two main limitations in our approach.
First, our environments were limited to only two lighting
intensities and three backgrounds, restricting the depth of
our evaluation. The chosen lighting intensities may not have
been sufficient to capture the evolution of user performance
across a broader range of display transparencies. Our illu-
minant (3000K) additionally represents only a small subset
of light colours encountered in real-life conditions which can
affect colour perception [6, 20]. Furthermore, our environ-
ments were static and relatively simple in complexity (e.g.,
lack of clutter, textures, and a limited selection of colours),
failing to encompass the diverse array of environments users
encounter in their daily lives. Lastly, while our task selec-
tion allowed for the control of critical visual factors (e.g.,
mark size, visualization type), it also constrained the gener-
alizability of our findings beyond 2D scatter charts.

Secondly, our selection of OST display introduced limita-
tions to the precision of our approach. In our task proto-
types, we observed spatial non-uniformities in the Hololens
2, leading to perceptible distortions in colours and bright-
ness outside the display’s center. Although we structured
our study to minimize the impact of these distortions on
participants’ performance, we cannot separate the effects of
the display from those of the studied factors influencing our
results. Finally, we acknowledge that our choice of colorime-
ter constrained the precision of our colour-tuning process be-
tween the Hololens 2 and the tablet, potentially contributing
to some of the colour variations observed in our study.

5.4 Future work

Our upcoming efforts involve delving into the design of
colour maps for visualizations on OST-HMDs and assess-
ing their usability in relation to the user’s environment for
ubiquitous visualization applications. Furthermore, we in-
tend to explore the disparities between user performance
and the user’s workload and comfort concerning visualiza-
tion contrast in more varied, intricate and realistic envi-
ronments. This research will contribute valuable insights
into enhancing and sustaining user performance and experi-
ence, particularly as users navigate diverse environments,
including approaches such as encoding-preserving colour-
correction methods.

6 Conclusion

In this work, we investigated how lighting conditions and
colours of physical environments may affect visualization in-
terpretation and colour perception accuracy on OST displays
to inform on the design of ubiquitous visualizations. We ob-
served interpretation performance was only impacted by the
more visually complex background, when the display had
increased transparency due to brighter lighting conditions.
Although participants found low-colour-contrast scenarios to
be more challenging, their performance did not decline, sug-
gesting a need to design for visual comfort. Furthermore,
we found colours to be on average perceptibly and distinc-
tively mismatched, suggesting blue and yellow are more ro-
bust colours for colour coding on OST displays than red.
However, our results do not indicate colour blending to have
noticeably affected participants’ colour perception. Taken
together, our findings inform on the visual contexts in which
interpretation of colour codes of ubiquitous visualizations on

OST displays may be affected, and highlight the need to de-
sign for both performance and visual comfort. We envision
future work exploring colour map design and techniques en-
hancing visual comfort for ubiquitous visualization applica-
tions on OST displays in complex and realistic environments.
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