A Deep Learning Approach for Motion Retargeting
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Abstract

Motion retargeting is a process of copying the motion from one (source) to another (target) character when those body sizes and proportion (e.g., arms, legs, torso, and so on) are different. One of the simplest ways to retarget the human motion is manually modifying its joint angles one at a time, however, it would be a difficult and tedious task to get it done for whole the joints of the given motion sequences. Therefore, the problem of automatic motion retargeting has been studied for several decades, however, the quality of resulting motion is on occasion unrealistic as it can hardly consider the details and nuance of human movements when utilizing the numerical optimization only. To address this issues, we present a novel human motion retargeting system using deep learning framework with motion capture data to produce the high-quality human motion. We make use of the deep autoencoder composed of the convolutional layers and a fully connected layer. Our results show that it adjusts a character to meet the kinematic constraints such as bone lengths and foot placements without noticeable artifacts. Furthermore, the proposed method requires the source motion and bone length ratio as input, and it is more intuitive for users than the previous methods. We believe that our method is desirable enough to be used in the game and VFX productions.

1 Introduction

We present a novel motion retargeting system using deep learning framework with an intuitive user input model. The motion retargeting is basically copying the motion from one (source) to another (target) when those body sizes and proportion (e.g., arms, legs, torso, and so on) are different. Several researchers have addressed the automatic motion retargeting problem using some conventional numerical methods in the position and joint space. [Gleicher (1998)] presents an approach for adapting the human motion to create another with different body proportion and formulated this problem as a constrained optimization with space-time constraints. [Lee & Shin (1999)] suggests a hierarchical motion retargeting framework while satisfying the constraints by employing a multilevel B-spline representation. This method has an advantage of speed as the computationally demanding space-time optimization process is not considered. [Hecker et al. (2008)] introduces a system for animating a wide range of characters. Even though those produce normally acceptable human motions from the point view of the numerical optimization, the retargeted motions sometimes look unnatural due to the lack of considering the nuances and details of real human motion, therefore, our goal aims to establish deep learning-based human motion retargeting system while retaining a set of user-defined constraints, which are easily violated when using previous retargeting schemes.

Recently, there are some researches of applying the up-to-date deep learning frameworks to the character animations. [Holden et al. (2015)] proposes deep autoencoder for denoising and fixing corrupted motion capture data. Based on this work, deep learning-based motion synthesis system is introduced by [Holden et al. (2016)] and is composed of a set of the convolutional neural networks to map from a set of specified low-level user inputs (e.g. positional constraints, trajectory constraints, and etc.) to high level human movement. [Holden et al. (2017)] also proposes the phase-functioned neural networks which interpolates the weights of four feed-forward networks to make a single character interactively navigate on uneven terrain without foot skating. Our method is different from those

*Corresponding Author
proposed researches pertaining to both the aspect of problem and technical approach. To the extent of our knowledge, human motion retargeting using deep learning framework also has not been previously studied, and we think that our method will be quite handy when retargeting various styles of characters, which is often required in many game and VFX (Visual Effects) companies.

Specifically, the neural network that we establish for retargeting human motion is shown in Figure 1. We train a deep autoencoder to map from source to target motion directly. Our network is fed with two inputs: source motion and a set of bone length ratios for the limbs (right arms/legs, left arms/legs, and spine) of a character. Once the neural network is trained, we are able to produce various sizes of retargeted motions by just adjusting the bone length ratios. However, we found that the predicted motion did not completely satisfy the kinematic constraints (bone lengths and foot placements) formulated as the losses of our network because those are hardly generalized and enforced when using a single network only and easily violated even for subtle changes of the bone lengths. To address this issue, we detach those loss functions in terms of the kinematic constraints from our network and put them into a new kinematic optimizer defined at the prediction phase. For the kinematic optimization, we first project the predicted motion back into the latent space and then optimize those latent variables to make a character meet a set of kinematic constraints. Hence, this optimization in the latent space at the prediction phase gives us the resulting motion having no visible and noticeable artifacts such as foot skating, jerkiness, and so on.

2 DATA PROCESSING

We use the CMU motion capture database for training the neural network (CMU (2013)). Similar to the motion data pre-processing from Holden et al. (2015; 2016), each character consists of \( j = 21 \) joints, and each motion clip to be used for the training neural network has \( n = 240 \) postures. Each posture is represented as a set of joint positions that is relative to the root position. We also take into account the root rotational velocity and translational velocity along the X and Z axis as the input training features. As a result, the total dimension of input training features for a single training data is 16,560 (69 \( \times \) 240). We also annotate the contact state per posture about left and right foot and those are used to enforce foot constraints during the kinematic optimization process.

To establish the training data, we start with two steps: normalizing whole training data (motion capture data) for \( X \) in Figure 1 and retargeting each motion to several motions having different bone lengths for \( Y \). At the first step, we retarget all motion capture data to normalized one. To do so, we need to find a scaling factor, which is generally the ratio between the height of reference and non-normalized T-pose, however, it is at times inaccurate when the length of one’s arms are significantly different. To address this issue, we compute the optimal scaling factor \( \alpha \in \mathbb{R} \) between the reference and non-normalized T-pose using Procrustes’ method (see more details in Sorkine (2009)). First, we can compute the optimal rigid rotation matrix \( R \in \mathbb{R}^{3 \times 3} \) and translation \( t \in \mathbb{R}^{3} \) to transform the non-normalized to reference T-pose by minimizing \( \sum_{j=1}^{27} w_{j} \| (R_{j} p_{j} + t) - q_{j} \|_{2}^{2} \) where \( \{p_{j}\} \) and \( \{q_{j}\} \) are a set of joint positions of the non-normalized and reference T-pose, respectively and \( w_{j} \) is the weight value for the \( j \)-th joint. Then, we are able to obtain the optimal scaling factor \( \alpha \) by minimizing \( \sum_{j=1}^{27} w_{j} \| \alpha R_{j} (p_{j} + t) - q_{j} \|_{2}^{2} \) with respect to \( \alpha \). We apply this process to each posture and then solve inverse kinematics (IK) (Buss (2004)) to produce the normalized postures.

At the second step, we manually resize the bone lengths based on the user-defined ratio in terms of legs, arms, and spine across whole normalized motions and solve the IK once again. In our experiments, the bone length ratio ranges from 0.8 to 1.8 for the original one and it is uniformly spaced of 0.5, therefore, the 27 (3 \( \times \) 3 \( \times \) 3) retargeted motion clips are generated from a single motion clip because the bone lengths for the left/right arms or left/right legs should be the exactly same each other. The main reason why we augment the retargeting motions instead of using the original ones only is because those are insufficient to train the deep autoencoder. We use about 10K of the retargeted motion data for training the proposed neural network.

3 NEURAL NETWORK

Figure 1 shows our network. The input of deep autoencoder is composed of joints positions \( X \in \mathbb{R}^{240 \times 69} \) and the corresponding bone length ratio \( Z \in \mathbb{R}^{5} \) while the output is the retargeted
Figure 1: System overview: We train a motion retargeting network to retarget one (source) to another (target) motion and make use of the kinematic optimization process during the prediction phase for making character correctly contact with the ground and follow the desired trajectory while strictly maintaining the bone lengths as well.

Table 1: Configuration of our network

<table>
<thead>
<tr>
<th>Layer Type</th>
<th>Kernel</th>
<th>Stride</th>
<th>Outputs Size</th>
<th>Activation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input</td>
<td>-</td>
<td>-</td>
<td>240*69</td>
<td></td>
</tr>
<tr>
<td>Convolution</td>
<td>(7,1)</td>
<td>(1,1)</td>
<td>240<em>64</em>1</td>
<td>RELU</td>
</tr>
<tr>
<td>MaxPooling</td>
<td>(2,1)</td>
<td>(2,1)</td>
<td>120<em>64</em>1</td>
<td></td>
</tr>
<tr>
<td>Convolution</td>
<td>(7,1)</td>
<td>(1,1)</td>
<td>120<em>128</em>1</td>
<td>RELU</td>
</tr>
<tr>
<td>MaxPooling</td>
<td>(2,1)</td>
<td>(2,1)</td>
<td>60<em>128</em>1</td>
<td></td>
</tr>
<tr>
<td>Convolution</td>
<td>(7,1)</td>
<td>(1,1)</td>
<td>60<em>256</em>1</td>
<td>RELU</td>
</tr>
<tr>
<td>MaxPooling</td>
<td>(2,1)</td>
<td>(2,1)</td>
<td>30<em>256</em>1</td>
<td></td>
</tr>
<tr>
<td>Fatten + Concat</td>
<td>-</td>
<td>-</td>
<td>7680+5</td>
<td></td>
</tr>
<tr>
<td>Dense</td>
<td>-</td>
<td>-</td>
<td>7680</td>
<td>ELU</td>
</tr>
<tr>
<td>Convolution</td>
<td>(7,1)</td>
<td>(1,1)</td>
<td>30<em>256</em>1</td>
<td>RELU</td>
</tr>
<tr>
<td>Upsampling</td>
<td>(2,1)</td>
<td>(1,1)</td>
<td>60<em>256</em>1</td>
<td>RELU</td>
</tr>
<tr>
<td>Convolution</td>
<td>(7,1)</td>
<td>(1,1)</td>
<td>60<em>128</em>1</td>
<td>RELU</td>
</tr>
<tr>
<td>Upsampling</td>
<td>(2,1)</td>
<td>(1,1)</td>
<td>120<em>64</em>1</td>
<td>RELU</td>
</tr>
<tr>
<td>Convolution</td>
<td>(7,1)</td>
<td>(1,1)</td>
<td>120<em>64</em>1</td>
<td>RELU</td>
</tr>
<tr>
<td>Upsampling</td>
<td>(2,1)</td>
<td>(1,1)</td>
<td>240<em>64</em>1</td>
<td>RELU</td>
</tr>
<tr>
<td>Convolution</td>
<td>(7,1)</td>
<td>(1,1)</td>
<td>240<em>69</em>1</td>
<td>RELU</td>
</tr>
</tbody>
</table>

Joint positions \( Y \in \mathbb{R}^{240 \times 69} \). The output of the encoder and the bone length ratio \( Z \) are concatenated in the middle of the deep autoencoder and passed to the fully-connected layer. Note that, the network consists of seven 1D convolutional layers and one fully-connected layer between the encoder and decoder. The first three convolutional layers play a role for encoding the motions and also the remaining four convolutional layers are used to decode them. The first convolutional layer has 64 filters and the second convolutional layer has 128 filters and the next convolutional layer has 256 filters. The remaining four convolutional layers have 256, 128, 64, and 69 filters, respectively. Each convolutional layer except the final layer is followed by “RELU” activation function. Table 1 shows the detail of network configuration.

3.1 TRAINING

We train the proposed neural network in a way of minimizing the reconstruction and smoothness loss functions based on \( L_2 \) norm distance between the predicted and the training motions. As aforementioned, given two types of inputs, \( X \) and \( Z \), our network generates the retargeted motion. The objective loss function that we need to minimize is as follows:

\[
\ell_{r,s} = \lambda_r \phi_r(\hat{Y}, Y) + \lambda_s \sum_t \phi_s(\hat{Y}_t, \hat{Y}_{t-1}),
\]  
(1)
where, $\lambda_r$ and $\lambda_s$ are user-defined variables, and $Y_t$ is the posture at frame $t$ ($1 < t \leq 240$). Here, $\phi(\cdot)$ is $L_2$ norm distance function. Utilizing a smoothness loss for training the network produces the output motion $\tilde{Y}$ to be smoothly followed the original motion $Y$. In our experiments, we set $\lambda_r = 1.0$ and $\lambda_s = 0.2$. We do not recommend $\lambda_s$ to be higher than 0.2 because it will have an effect on the output motion to be blurred. We use the Adam adaptive gradient descent method with a learning rate of $1 \times 10^{-4}$ (Kingma & Ba (2014)). Our implementation is based on the Theano (theano:2016) and cuDNN (cudnn:2014) using a single GTX 1080Ti GPU.

3.2 Prediction

An initial $\tilde{Y}$, which is obtained by given $X$ and $Z$ in Figure 1, often looks unnatural since kinematic constraints are easy to be violated. To address this issues, we iteratively update $\tilde{L}$ via kinematic optimization. In the process, the network weights are fixed and the latent variables are adjusted by performing back-propagation, a natural process of neural networks, in terms of foot contacts, trajectory, and bone length loss functions. After the optimization process we obtain the newly updated latent variable $L_p$, and $Y_p$ as well. The proposed kinematic optimization performs different loss functions as follows:

$$L_p = \arg \min \lambda_b f_b(L, Z) + \lambda_f f_f(L, F) + \lambda_t f_t(L),$$  

(2)

where $\lambda_b$, $\lambda_f$, and $\lambda_t$ are user-defined variables and $F$ is the foot contact and toe contacts information that are annotated on the source motion data. In our experiments, we set $\lambda_b = 5.0$, $\lambda_t = 0.5$, and $\lambda_f = 5.0$. Here, $f_b(L, Z)$ is bone length loss function. The length of a link between two joints could not be strictly preserved during the retargeting process. The length constraints maintain the specified length of a link while preserving the current direction of the link. The foot contact loss function $f_f(L, F)$ is for getting rid of foot skating that often happens in the predicted motion $\tilde{Y}$. For forcing the animation to follow the predicted trajectory from the network, we extract the root rotational velocity and translational velocity along the X and Z axis from $\tilde{Y}$ and minimize the errors arising from them.

Figure 2: In this example, our system retargets the normalized source motions into the dozens of different types and sizes of output motions while preserving kinematic constraints.
Figure 3: Results of dancing motion. In this example, the results obtained from our method (right) show that ours has an ability to automatically fix the corrupted source motion (left) and retargets it while preserving kinematic constraints. Note that each arrow indicates the problematic joints produced from baseline retargeting method.

4 RESULTS

Figure 2 shows the results of our network with several different styles of source motions produced from random bone length ratios ranging from 0.8 to 1.8. Our method produces realistic retargeted motions even for extremely dynamic motions such as jumping and dancing. This reveals that the network potentially and smoothly navigates the manifold of the character motions corresponding to the bone length ratios. Figure 3 shows that the proposed method is also quantitatively and visually appealing about the retargeted characters when compared to the baseline retargeting method. In this figure, the source motion (left) is normalized using the previous method (Buss (2004)) which sometimes gives us the corrupted motion because it optimizes whole joint angles using a non-linear programming rather than manifold so that our method inherently has an advantage of correcting those undesirable source motions to be natural ones.

5 CONCLUSION

We have presented a novel motion retargeting method based on the deep learning framework and believe that resulting motions are desirable enough to be used in the game and VFX productions. We achieve robustness compared to the traditional motion retargeting methods and is also able to fix the corrupted motion that is occasionally obtained when using previous ones. For the future work, we plan to collect more training motion data as much as we can and incorporate our network with the motion style transfer network proposed by Holden et al. (2016) to build more versatile motion retargeting framework. There is also room for accelerating the kinematic optimization by generating more retargeted motions through our method and reusing them as training data.
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