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Abstract

Large Language Models (LLMs) often struggle001
to stay up-to-date due to their reliance on static002
datasets, leading to outdated responses and hal-003
lucinations. We introduce HaloRAG, a cost-004
efficient agentic wrapper that enhances LLMs005
with real-time information retrieval using ad-006
vanced web scraping technologies. Leveraging007
semantic searches and Retrieval-Augmented008
Generation (RAG), this wrapper fetches, val-009
idates, and summarizes up-to-date web data,010
extending the LLM’s knowledge base without011
retraining. This method significantly enhances012
the accuracy and relevance of LLM responses,013
particularly for queries requiring the latest in-014
formation. Comparative analysis indicates that015
the wrapper-enhanced LLM outperforms mod-016
els like GPT-3.5 and Claude on queries involv-017
ing recent events and emerging technologies.018
This work advocates for integrating real-time019
data retrieval techniques to significantly reduce020
hallucinations and extend the practical applica-021
bility of LLMs across various domains.022

1 Introduction023

Large Language Models (LLMs) have revolu-024

tionized natural language processing (NLP) with025

their ability to perform tasks such as text gener-026

ation, translation, summarization, and question-027

answering. Models like GPT-3.5 by OpenAI028

(Brown et al., 2020) and Claude by Anthropic (Bai029

et al., 2022) demonstrate impressive capabilities.030

However, LLMs still face significant challenges,031

particularly the issue of hallucinations—generating032

information that appears plausible but is factually033

incorrect or outdated (Bender et al., 2021; Liu et al.,034

2021; Maynez et al., 2020; Ji et al., 2023). This035

issue often arises from limitations in their training036

datasets, which may not cover the latest informa-037

tion or be sufficiently comprehensive.038

The lack of efficient mechanisms to integrate039

external data exacerbates these issues, as current040

Discuss the latest 
advancements in 
SpaceX's space 

missions?

As of my last update in 
January 2022, SpaceX, the 

aerospace company 
founded by Elon Musk, has 
been involved in numerous 

space missions and 
initiatives.

GPT-3.5

Unfortunately, I do not have 
any specific information on 
the latest advancements or 
missions from SpaceX after 

August 2023, as that was 
the cutoff date for the 

information in my training 
data.

Claude

Figure 1: LLMs trained on older datasets are not capa-
ble of generating responses to queries involving recent
recent developments.

methods frequently rely on expensive APIs (Thop- 041

pilan et al., 2022). Moreover, running LLMs lo- 042

cally can lead to high RAM consumption, mak- 043

ing it impractical for users with limited compu- 044

tational resources. To address these limitations, 045

we propose HaloRAG, a web-based Retrieval- 046

Augmented Generation (RAG) (Lewis et al., 2021a) 047

approach, which enhances the interaction between 048

user queries and LLMs by integrating real-time in- 049

formation from the web. Our method significantly 050

reduces hallucinations by grounding responses to 051

updated information, thus enhancing accuracy and 052

relevance by retrieving the most pertinent docu- 053

ments, and offers a cost-effective, scalable solution 054

through automated web scraping techniques. By 055

continually incorporating fresh data, HaloRAG en- 056

sures that the underlying LLMs remain current and 057

capable of addressing queries related to recent de- 058

velopments and emerging topics, extending their 059

utility across various dynamic informational con- 060

texts. This approach represents a low-cost step 061

towards making LLMs more reliable, accurate, and 062

applicable in real-time scenarios. To mitigate high 063

resource consumption, the approach is designed 064

to be efficient, allowing it to run on local comput- 065

ers with minimal resources and enabling users to 066
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benefit from enhanced LLM capabilities without067

requiring server infrastructure.068

The key contribution of our work is a wrapper069

for LLMs with the following key features:070

• Low computational overhead071

• Ability to handle multilingual prompts072

• Real-time data retrieval and integration073

• Compatibility with various LLM architectures074

• Reduced hallucinations in generated re-075

sponses without the need for re-training with076

new data077

2 Related Work078

Hallucination in natural language generation has079

been identified as a major challenge, attributed to080

static training datasets that fail to reflect the evolv-081

ing real-world knowledge (Ji et al., 2023). Dy-082

namic updates to models are essential to mitigate083

this problem, with strategies that enhance model ar-084

chitectures and improve training data quality being085

crucial (Liu et al., 2023). Real-time data retrieval086

and the use of adversarial training are proposed087

to enhance factual accuracy in dialogue systems.088

Similar to our work, FreshLLMs (Vu et al., 2023)089

explores augmenting LLMs with web search capa-090

bilities. However, the approach diverges in critical091

ways. The FreshLLMs framework relies on the092

Google search API, which incurs costs and may not093

be accessible to all users. Moreover, FreshLLM094

is limited to English language prompts, whereas095

HaloRAG supports multilingual queries, offering a096

more versatile solution.097

The limitations of static datasets in LLMs, which098

prevent access to up-to-date information and result099

in outdated responses, have been addressed by in-100

tegrating real-time data sources to maintain model101

currency (Komeili et al., 2021). The Retrieval-102

Augmented Generation (RAG) approach has shown103

promise in improving LLM responses by using rel-104

evant documents to inform the generation process,105

which enhances both accuracy and contextual ap-106

propriateness (Lewis et al., 2021b).107

Concerns about the dominance of the English108

language in LLMs have led to calls for the devel-109

opment of multilingual models to ensure inclusiv-110

ity and accessibility (Bender et al., 2021). Cross-111

lingual model training has shown that LLMs can ef-112

fectively operate across different languages, which113

is critical for global applicability (Lample and Con- 114

neau, 2019). 115

Finally, the high computational costs associated 116

with large models highlight the need for efficient 117

scaling strategies. These strategies should balance 118

model size, computational efficiency, and perfor- 119

mance to allow for scalable and cost-effective AI 120

systems (Kaplan et al., 2020). The approach of 121

refreshing LLMs with search engine augmentation 122

presents a promising direction, although it currently 123

faces challenges related to cost and language limi- 124

tations (Vu et al., 2023). 125

3 Methodology 126

HaloRAG consists of five different modules and we 127

describe each of it in this section. Figure 2 shows 128

the architecture of our approach. 129

3.1 Multilingual Support 130

The inclusion of non-English speaking users is 131

achieved through the integration of a multilingual 132

support system. To this end, the user queries are 133

first translated into the primary operating language 134

of the LLM and subsequently the LLM’s responses 135

back into the user’s language. Bidirectional trans- 136

lation ensures effective processing and response to 137

queries from a diverse global audience. The com- 138

ponent is designed to create a seamless interaction 139

loop, thereby minimizing language barriers. This 140

design enhances the usability and accessibility of 141

LLM technologies across various linguistic demo- 142

graphics. 143

3.2 Integration with LLMs 144

The integration of large language models (LLMs) 145

is designed to be straightforward and minimally 146

invasive, allowing for the incorporation of various 147

models without significant modifications to their 148

architectures. This approach ensures broad appli- 149

cability across different models and configurations, 150

facilitating widespread adoption. The integration 151

process supports any LLM, including those hosted 152

on platforms such as HuggingFace, and is com- 153

patible with both general-purpose and specialized 154

models. 155

For LLMs fine-tuned for specific applications, 156

such as financial forecasting or medical research, 157

this integration provides access to current external 158

information, enhancing performance and accuracy. 159

This allows LLMs to respond to queries based not 160

only on their pre-trained knowledge but also on the 161
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Figure 2: Architecture Diagram. Method for enhancing language model accuracy using web scraping and RAG.
Starts with user queries in native languages,translation, web scraping, data summarisation, and re-integration into
the LLM for refined responses.

latest available data. This capability is particularly162

valuable in dynamic and rapidly evolving informa-163

tion landscapes. The integration strategy interfaces164

with the model’s input and output processes, en-165

abling real-time data enhancement before response166

generation. This ensures that LLMs remain current167

and reliable, addressing the limitations of static168

training datasets and expanding the utility of LLMs169

across various applications and industries.170

3.3 Retrieval-Augmented Generation (RAG)171

The Retrieval-Augmented Generation (RAG) com-172

ponent is designed to enhance the interaction be-173

tween a user’s query and the LLM by integrating174

external data. This approach combines retrieval-175

based and generation-based methods to improve176

the accuracy and relevance of the LLM’s responses177

(Lewis et al., 2021b). Upon receiving a user query,178

the LLM processes the input to understand its con-179

text and intent. The RAG component then formu-180

lates a search query to retrieve relevant information181

from various online sources. This retrieved data182

is evaluated for relevance and credibility, ensur-183

ing that only authoritative and reliable information184

is used. The integration of retrieval and genera-185

tion in RAG allows the LLM to provide responses186

that are not only based on static knowledge but are187

also enriched with real-time, contextually appropri-188

ate information. This dynamic interaction signifi-189

cantly reduces the incidence of generating halluci-190

nations—responses that are plausible but factually191

incorrect—by continually updating the LLM with192

the latest information (Izacard and Grave, 2021).193

By continually integrating fresh data from the web,194

the RAG component ensures that the LLM remains195

current and capable of addressing queries about196

recent developments and emerging topics. 197

3.4 Web Scraping Module 198

The web scraping module is designed to access 199

recent and relevant information from the internet. 200

Upon receiving a query, the module structures the 201

input for search engines. The number of links pro- 202

cessed is adjustable based on research depth and 203

computational resource availability. The semantic 204

analysis assesses the relevance of each link’s meta- 205

data to ensure the accuracy and substance of the 206

information. Each identified link is open in a con- 207

trolled browser session, extracting textual informa- 208

tion. Semantic processing is applied to ensure the 209

extracted text is contextually relevant. The scraped 210

data from each link is aggregated into unified data, 211

undergoing preliminary processing to eliminate du- 212

plicates, correct formatting issues, and prepare the 213

data. This method ensures the retrieval of the most 214

current and relevant information, enhancing the 215

system’s overall effectiveness. 216

3.5 Summarization Models 217

The summarization models in the system are cru- 218

cial for distilling extensive information retrieved 219

from the web into concise, essential content that 220

can be effectively utilized by large language models 221

(LLMs). HaloRAG employs the FalconAI summa- 222

rization model (Almazrouei et al., 2023) which is 223

known for its efficiency and accuracy in process- 224

ing large texts. FalconAI summarization model 225

utilizes a trained network to extract key facts and 226

themes, ensuring the summaries are both coherent 227

and focused on the most relevant details. This pro- 228

cess significantly reduces the informational load 229

on LLMs, enabling quicker and more accurate re- 230
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sponses. The system is designed with flexibility,231

allowing for the integration of other summarization232

models if required. This adaptability ensures con-233

tinuous updating the approach to summarisation234

based on evolving technological advancements or235

specific application needs.236

4 Experiments237

To assess the performance of HaloRAG, a sam-238

ple dataset consisting of factual prompts was cu-239

rated. These prompts were specifically selected240

to cover recent developments (specifically from241

2023 and 2024) in technology, politics, and re-242

lated fields, hence allowing us to focus on the243

model’s ability to handle up-to-date content. More244

details can be found in Appendix A. We compare245

the responses from several models, including GPT-246

3.5 (Brown et al., 2020), GPT-4o (OpenAI et al.,247

2024), Claude (Bai et al., 2022), Phind (Rozière248

et al., 2024), and HaloRAG with Qwen (Bai et al.,249

2023) as the underlying LLM. For our experiments250

we used Google Colab with a RAM of 12.5 GB251

and GPU of 15 GB.252

5 Results253

Figure 3: Cosine similarity between the responses gen-
erated by GPT-3.5, Claude, GPT-4o and Phind

Figure 3 shows the cosine similarity between the254

responses generated by our method (HaloRAG).255

The results show a median cosine similarity of256

0.6599 with GPT-4o and 0.6956 with Phind,257

demonstrating textual and conceptual alignment258

between the responses generated. The highest co-259

sine similarity recorded is 0.8240 with GPT-4o and260

0.8545 with Phind whereas models like GPT-3.5261

and Claude were unable to generate the responses262

for these same prompts (Fig 1). This shows that263

our model is able to generate responses to queries264

similar to those generated by state-of-the-art LLMs265

without the requirement of re-training with new 266

data. In order to measure the effectiveness of 267

HaloRAG with pre-2021 queries, we evaluate the 268

cosine similarity between our approach and GPT- 269

3.5 and Claude on another dataset consisting of 30 270

prompts centered around information before 2021 271

(more details can be found in Appendix B). The re- 272

sults indicate a median cosine similarity of 0.7997 273

with GPT-3.5 and 0.7848 with Claude, demonstrat- 274

ing textual and conceptual alignment between the 275

responses generated. 276

6 Conclusion and Future Work 277

We presented HaloRAG , an approach to enhanc- 278

ing Large Language Models (LLMs) by develop- 279

ing a cost-efficient, no-cost agentic wrapper that 280

leverages web scraping technologies to perform 281

semantic searches and retrieve real-time informa- 282

tion from the web. This wrapper utilizes RAG to 283

extend the knowledge base of any LLM it is paired 284

with, enabling it to provide accurate and current 285

answers without needing to be retrained on new 286

datasets. The approach demonstrates significant 287

improvements over existing models like GPT-3.5 288

and Claude, particularly in handling prompts about 289

recent events or emerging technologies. Future 290

work includes improving the reliability and com- 291

putational speed of the wrapper and performing 292

a comprehensive comparison with other baseline 293

LLMs on standard datasets. 294

7 Limitations 295

While the wrapper-enhanced LLM offers signifi- 296

cant advancements, it is essential to acknowledge 297

certain limitations. One notable limitation is the 298

dependency on web scraping technologies, specif- 299

ically Selenium and Beautiful Soup (bs4). If the 300

structure of the Google search results page changes, 301

the web scraping components may fail to function 302

correctly, leading to incomplete or inaccurate data 303

extraction. This reliance necessitates frequent up- 304

dates to the scraping logic to adapt to changes in 305

the search engine’s HTML structure. The wrapper 306

ensures that information is retrieved from verified 307

sources, there remains a risk of encountering bi- 308

ased or misleading information. Users must crit- 309

ically evaluate the responses and cross-reference 310

with other sources when necessary. In conclusion, 311

while the wrapper-enhanced LLM reduces halluci- 312

nations and provides up-to-date information, it has 313

limitations such as dependency on web scraping. 314
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A Prompts based on information in 2023-2024 533

• Tell me about the current status of Palestine war? 534

• Discuss the latest developments in the Ukraine conflict? 535

• What are the current issues surrounding the U.S. immigration policy? 536

• Explain the controversy over the 2024 U.S. Presidential election. 537

• What are the recent advancements in renewable energy technology? 538

• What is the current status of the COVID-19 pandemic worldwide? 539

• Explain the controversy surrounding the recent tech layoffs? 540

• Discuss the impact of the recent stock market fluctuations due to recession? 541

• What are the latest trends in cryptocurrency regulations in 2024? 542

• Explain the current issues in global supply chain disruptions? 543

• Discuss the latest findings in climate change research from 2023 onwards? 544

• Explain the controversy over the new AI regulations in the EU since 2024? 545

• Discuss the recent developments in space exploration by India since 2023? 546

• Explain the impact of the recent data breaches occurred in AIMS India? 547

• Discuss the current debates on healthcare reform in the U.S. from January 2024? 548

• What is the current status of the trade war between the U.S. and China? 549

• Explain the controversy surrounding the recent Supreme Court decisions about the farmers protest? 550

• Explain the controversy revolving around NVIDIA and Jensen Huang in 2024? 551

• What are the latest advancements in cancer research? 552

• Explain the current issues in the global refugee crisis? 553

• Discuss the implications of the latest tech company mergers? 554

• Discuss the controversy of Google using Reddit for search AI? 555

• Tell me about the fight going between Elon and Mark? 556

• Tell me about the fight going between Elon and Yann LeCun? 557

• Explain the impact recent cyclone that hit the east coast of India? 558

• Discuss the current debates on WhatsApp shutting down its service in India? 559

• What is the current status of the opioid crisis in the U.S.? 560

• Discuss the latest advancements in SpaceX’s space missions? 561

• Discuss the current debates on gun control laws in the U.S.? 562

• Tell me about the controversy of Devin-AI? 563
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B Prompts based on information before 2021564

• What were the key elements of the Paris Climate Agreement?565

• Describe the impact of Brexit on the European Union’s trade policies.566

• How did the US-China trade war begin, and what were its major impacts?567

• What are the principles of the Green New Deal proposed in the United States?568

• How has artificial intelligence impacted healthcare in the last decade?569

• Discuss the role of NATO in the 21st century.570

• What were the main issues during the verbal confrontations between the US and North Korea under571

the Trump administration?572

• How did the Fukushima nuclear disaster affect energy policies worldwide?573

• What are the ongoing challenges in managing global plastic pollution?574

• Describe the rise of electric vehicles and their impact on the global oil industry.575

• What strategies have been effective in combating deforestation in the Amazon rainforest?576

• How has the gig economy transformed traditional employment models?577

• What were the significant outcomes of the COP26 summit?578

• How do cryptocurrency regulations differ around the world?579

• Describe the impact of remote work on urban and suburban development.580

• What are the challenges and successes of the Mars Rover missions?581

• How did the Arab Spring reshape politics in the Middle East?582

• What are the main goals of the United Nations Sustainable Development Goals (SDGs)?583

• How has online education evolved apart from the COVID-19 pandemic?584

• What are the implications of quantum computing for data security?585

• How have drones been integrated into commercial and military operations?586

• What are the ethical considerations of gene editing technologies?587

• How has social media influenced political campaigns in the 21st century?588

• What were the causes and consequences of the global financial crisis of 2008?589

• Discuss the impact of the MeToo movement on global workplace policies.590

• What are the technological advancements in renewable energy in the last five years?591

• How did the Venice Flood Barriers help combat rising sea levels?592

• What are the major factors driving urban sprawl in major cities worldwide?593

• How have international space laws evolved with the advent of private space travel?594

• What are the diplomatic challenges faced by countries in the Arctic as ice melts?595

C Disclaimer596

We used ChatGPT to rephrase some of the sentences in this paper. But we ensured (to the best of our597

extent) that all the content in the paper was original.598
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