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Abstract

We propose leveraging cognitive science re-001
search on emotions and communication to im-002
prove language models for emotion analysis.003
First, we present the main emotion theories in004
psychology and cognitive science. Then, we005
introduce the main methods of emotion anno-006
tation in natural language processing and their007
connections to psychological theories. We also008
present the two main types of analyses of emo-009
tional communication in cognitive pragmatics.010
Finally, based on the cognitive science research011
presented, we propose directions for improving012
language models for emotion analysis. We sug-013
gest that these research efforts pave the way for014
constructing new annotation schemes, methods,015
and a possible benchmark for emotional under-016
standing, considering different facets of human017
emotion and communication.018

1 Introduction019

Emotion analysis in natural language processing020

aims to develop computational models capable of021

discerning human emotions in text. Recently, lan-022

guage models have been widely used to solve vari-023

ous tasks in natural language processing, including024

emotion analysis (Devlin et al., 2019; Brown et al.,025

2020). This field of research faces several limi-026

tations. First, different ways of conceptualizing027

emotions lead to different annotation schemes and028

datasets (Klinger, 2023). As a result, the general-029

ization ability of models is limited, and it is often030

impossible to compare studies. To address these031

limitations, it has been proposed to unify some032

annotation schemes based on the semantic prox-033

imity of emotion categories (Bostan and Klinger,034

2018), to automatically find emotion categories035

from data (De Bruyne et al., 2020), or to obtain036

emotion embeddings independent of annotation037

schemes (Buechel et al., 2021). Inspired by psy-038

chology and cognitive science research, we believe039

building an annotation scheme unifying different040

perspectives on the emotional phenomenon would 041

be possible and desirable. 042

In addition, existing benchmarks evaluate certain 043

aspects of emotional understanding but do not con- 044

sider its full complexity (Campagnano et al., 2022; 045

Zhang et al., 2023a; Paech, 2024). For example, 046

Paech (2024) proposes to evaluate the emotional un- 047

derstanding of language models by predicting the 048

intensity of emotions in conflict scenes. This type 049

of evaluation is too limited: benchmarks should re- 050

flect as much as possible the richness of emotional 051

understanding in humans, a richness documented 052

in different branches of affective sciences (Green, 053

2007; Wharton, 2016; Scarantino, 2017; Barrett 054

et al., 2019; Bonard and Deonna, 2023). 055

Another related research area focuses on the the- 056

ory of mind of language models, i.e., their ability 057

to correctly attribute mental states to others. In our 058

view, this literature is promising in that it links re- 059

cent developments in language models to theories 060

and empirical methods in cognitive science (for a 061

review, see Bonard (2024, section 5)). Notably, 062

several tasks and benchmarks have been developed 063

to measure the ability of language models to suc- 064

ceed at different versions of the False Belief Task 065

(Trott et al., 2022; Aru et al., 2023; Gandhi et al., 066

2023; Holterman and van Deemter, 2023; Kosinski, 067

2023; Mitchell and Krakauer, 2023; Shapira et al., 068

2023; Stojnić et al., 2023; Ullman, 2023). How- 069

ever, theory of mind and, more generally, social 070

reasoning abilities go beyond the ability to succeed 071

at the False Belief Task (Apperly and Butterfill, 072

2009; Langley et al., 2022; Ma et al., 2023). The 073

ability to correctly interpret expressed emotions 074

cannot be reduced to it. The degree to which lan- 075

guage models possess this emotional competence 076

is worth studying in its own right. 077

Generally speaking, research on language mod- 078

els for emotion analysis would benefit from cog- 079

nitive science research on emotion and commu- 080

nication. In particular, we believe this approach 081
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can lead to better ways of annotating emotions ex-082

pressed in text. Additionally, it can improve the083

evaluation of the emotional understanding of lan-084

guage models by developing new benchmarks. In085

what follows, we present an overview of psycho-086

logical theories of emotion (section 2) and ways of087

annotating emotions in natural language processing088

(section 3). Then, inspired by specific psychologi-089

cal and linguistic theories (section 4), we propose090

research directions to address some of the current091

limitations of emotion analysis (section 5).092

2 Emotion Theories in Cognitive Science093

This section will present the three main emotion094

theories in psychology to provide a background for095

connecting emotion analysis in natural language096

processing with cognitive science.097

Basic emotion theory. Basic emotion theory is098

certainly the most influential today. Inspired by099

Darwin’s research on emotions (Darwin, 1872), it100

postulates a certain number of discrete, basic emo-101

tions that are universal and innate among humans102

due to their evolutionary origins. Emotions are un-103

derstood as psycho-physiological “programs” that104

were naturally selected to help overcome recur-105

rent evolutionary challenges (Cosmides and Tooby,106

2000). A prominent version is that of Paul Ekman107

(Ekman, 1999), who sought to show, as Darwin en-108

visaged, that some emotions are expressed with the109

same facial expressions across cultures – Ekman110

used Darwin’s (Darwin, 1872) list of six “core” ex-111

pressions of emotions: anger, fear, surprise, disgust,112

happiness, and sadness. He notably conducted stud-113

ies with individuals having no exposure to West-114

ern culture, indicating that they could accurately115

identify facial expressions for these six emotions116

(Ekman and Friesen, 1971). There have also been117

attempts to support basic emotion theory by identi-118

fying physiological and neurological signatures of119

basic emotions (Moors, 2022, 129––131). It should120

be noted that Ekman left it open how many basic121

emotions there are. Besides the six emotions listed,122

candidates include amusement, contempt, embar-123

rassment, guilt, pride, and shame (Ekman, 1999).124

Other versions of basic emotion theory have dif-125

ferent lists (Tomkins, 1962; Izard, 1992; Panksepp,126

1998; Plutchik, 2001).127

Psychological constructivism. Psychological128

constructivism is the most influential alternative129

to basic emotion theory today. It rejects that there130

are discrete, basic emotions universally shared by 131

humans and posits instead that emotion kinds such 132

as anger, fear, and joy are constructed through the 133

interplay of biological, psychological, and sociocul- 134

tural factors. Early proponents include Schachter 135

and Singer (1962), but its main representatives are 136

James Russell and Lisa Feldman Barrett (Russell 137

and Barrett, 1999). Psychological constructivists 138

focus on the feeling component of emotions that 139

they interpret as a continuum with no categorical 140

barriers. Feelings are typically represented in a 141

two-dimensional space with a valence axe (pleas- 142

ant–unpleasant feelings) and an arousal axe (feel- 143

ings of activation–deactivation). The impression 144

that there are discrete emotions is seen as a social 145

construct: different forms of enculturation yield 146

different ways to conceptualize or label our bodily 147

feelings into discrete emotional kinds. 148

Appraisal theory. The third major psychologi- 149

cal theory of emotion is appraisal theory, whose 150

empirical version was pioneered by Magda Arnold 151

(Arnold, 1960). It was developed to explain the 152

absence of a bijective, one–to–one correspondence 153

between kinds of emotions and emotional stimuli, 154

i.e., the fact that the same kind of stimuli triggers 155

different emotions and that different kinds of stim- 156

uli trigger the same kind of emotion. To explain 157

this fact, appraisals are postulated as mediators be- 158

tween stimuli and emotional reactions. Appraisals 159

are cognitive evaluations (unconscious, fast, and 160

error-prone) of the relevance of stimuli given one’s 161

concerns and how one should react. Appraisal the- 162

ory hypothesizes that, for instance, Sam is fearful 163

of the mouse in the kitchen because he appraises 164

it as an imminent threat to his safety, while Maria, 165

on the other, is angry that there is a mouse in the 166

kitchen because she appraises it as an intruder to 167

be kicked out. Thus, each emotion kind can be 168

analyzed by the associated appraisal. For instance, 169

Lazarus (1991) proposes imminent danger for fear, 170

demeaning offense for anger, irrevocable loss for 171

sadness, and progress towards a goal for happiness. 172

In the 1980s, appraisal theorists started to ana- 173

lyze appraisals as regions in a multi-dimensional 174

space (Moors et al., 2013). Appraisal dimensions 175

typically include (a) the goal-conduciveness of the 176

stimulus, (b) the coping potential of the individ- 177

ual in the situation, (c) the urgency of the needed 178

response, (d) the cause of the eliciting event (me, 179

others, intentional or not), and (e) the compatibil- 180

ity with one’s normative standards. For instance, 181

2



fear is triggered by an appraisal of a stimulus as (a)182

highly inconducive, (b) hard to cope with, and (c)183

requiring an urgent response.184

An integrated framework for emotion theories.185

Though the three theories reviewed are usually con-186

sidered rivals, some have argued for their integra-187

tion (Scherer and Moors, 2019; Bonard, 2021b;188

Scherer, 2022). Arguably, the three theories dif-189

fer mainly in their focus. Basic emotion theory190

focuses on the universal traits inherited from evo-191

lution, particularly their physiological and bodily192

expressions. Psychological constructivism focuses193

on the feeling dimensions and how individuals cat-194

egorize them. Appraisal theory focuses on emo-195

tional elicitation and action tendencies. We believe196

that a framework integrating the various elements197

studied by these theories is possible and desirable.198

What we call "the integrated framework for emo-199

tion theories" proposes to do so by postulating that200

paradigmatic emotional episodes are made of syn-201

chronized and causally interconnected changes in202

four components: appraisal process, action ten-203

dencies, bodily changes (motor expressions and204

physiological responses), and subjective feelings.205

For a discussion of this integrated framework, see206

Scherer (2022).207

3 Emotion Analysis in Text208

3.1 How is emotion annotated in text?209

Emotion is a category. Textual emotion analysis210

relies on basic emotion theories to define different211

emotion categories to associate with textual units212

(a textual span, a sentence, or a document). For213

instance, the sentence "I love philosophy." could214

automatically be associated with the discrete emo-215

tion happiness. Several annotation schemes focus216

on subsets of categories while others encompass a217

broader set, reaching over 28 different categories218

(Demszky et al., 2020; Bostan and Klinger, 2018).219

Emotion is a continuous value with affective220

meaning. Instead of representing emotion as a221

category, some annotation schemes consider emo-222

tion as a point in a multidimensional space, associ-223

ating continuous values with textual units (Buechel224

and Hahn, 2017). These dimensions carry an affec-225

tive meaning. Two dimensions dominate the litera-226

ture and stem from psychological constructivism,227

which considers, as we have seen, that an emotion228

can be characterized by its degree of pleasantness229

and its degree of arousal. Thus, the sentence "His230

voice soothes me." could be automatically asso- 231

ciated with two continuous values: a degree of 232

pleasantness of 4 out of 5 and a degree of arousal 233

of 1 out of 5. 234

Emotion is a continuous value with cognitive 235

meaning. These dimensions can also carry a 236

cognitive meaning. Recently, a new line of re- 237

search proposes incorporating appraisal theories 238

into emotion analysis models (Hofmann et al., 239

2020; Troiano et al., 2022; Zhan et al., 2023). From 240

this perspective, emotions are caused by events 241

evaluated according to several cognitive dimen- 242

sions. For example, the sentence "I received a 243

surprise gift." could be automatically associated 244

with several continuous values: the event is sudden 245

(4 out of 5), contrary to social norms (0 out of 5), 246

and the person has control over the event (0 out of 247

5). 248

Emotion consists of semantic roles. An emotion 249

cannot be reduced to a category or continuous val- 250

ues with affective or cognitive meaning. To better 251

understand an emotional event, several approaches 252

associate spans of text with semantic roles, such as 253

cause, target, experiencer, and cue of the emotion 254

(Lee et al., 2010; Kim and Klinger, 2018; Bostan 255

et al., 2020; Oberländer et al., 2020; Campagnano 256

et al., 2022; Wegge et al., 2023). Thus, instead 257

of considering emotion as caused by an event, se- 258

mantic role labeling of emotions considers that 259

emotion is an event (Klinger, 2023) that must be 260

reconstructed by answering the question: "Who (ex- 261

periencer) feels what (cue) towards whom (target) 262

and why (cause)?". In this example, each text span 263

can be associated with a semantic role: "Louise (ex- 264

periencer) was angry (cue) at Paul (target) because 265

he did not warn her (cause)." 266

Emotion is a refined feeling. Sentiment analysis, 267

a fundamental task in natural language processing, 268

is sometimes considered a simplified version of 269

emotion analysis. In its most basic form, sentiment 270

analysis associates textual units with a category 271

indicating a polarity (positive or negative) (Poria 272

et al., 2020). A finer-grained task identifies aspects 273

of a product or topic and determines the sentiment 274

expressed about each of these aspects (Zhang et al., 275

2022). For example, in the sentence "The battery 276

life of this phone is amazing, but its camera quality 277

is disappointing.", the sentiment is positive for the 278

aspect "battery life" and is negative for the aspect 279

"camera quality." 280
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3.2 Limitations281

No unified annotation scheme. Divergences in282

the psychological definition of emotion lead to di-283

vergences in how emotion is annotated in the text.284

Psychological theories of emotions represent dif-285

ferent perspectives on the emotional phenomenon.286

However, these perspectives are not as contradic-287

tory as they seem and may even tend towards uni-288

fication (section 2). We believe this is also the289

case for annotation schemes in emotion analysis.290

In section 5, we provide directions for construct-291

ing a unified annotation scheme inspired by recent292

debates in psychology (Scherer, 2022).293

Emotion verbalization is overlooked. Emotion294

analysis rarely considers the process of emotion295

verbalization. As a result, it is difficult to obtain296

annotation guides that clearly define the linguistic297

markers to annotate in text. We want to highlight298

the linguistic theory of Raphael Micheli, which cat-299

egorizes a broad panel of linguistic markers into300

three emotion expression modes (Micheli, 2014):301

labeled, displayed, and suggested emotion. Emo-302

tion can be expressed explicitly with an emotional303

label ("I am happy today"), be displayed with lin-304

guistic characteristics of an utterance such as in-305

terjections and punctuations ("Ah! That’s great306

!"), or be suggested with the description of a situ-307

ation that, in a given sociocultural context, leads308

to an emotion ("She gave me a gift"). Most an-309

notation schemes have implicitly focused on the310

labeled emotion, overlooking the other two expres-311

sion modes. Recently, annotation schemes based312

on appraisal theories implicitly concern themselves313

with the suggested emotion. Micheli’s theory thus314

analyzes the different types of verbal signs humans315

use to infer expressed emotions. In a complemen-316

tary manner, theories of cognitive pragmatics are317

interested in the psychological mechanisms used318

to infer what is communicated, especially the emo-319

tions expressed by these different types of signs. In320

the next section, we will hypothesize that the sign321

categories distinguished by Micheli correspond to322

different sources of inferences postulated by cogni-323

tive pragmatics.324

4 Cognitive Pragmatics and Emotional325

Communication326

Two analyses of communication. Cognitive327

pragmatics is the branch of cognitive science con-328

cerned with how agents use and interpret signs329

in communication. In this and related branches,330

it is common to distinguish between two broad 331

ways to analyze communication: the “dictio- 332

nary analysis” (a.k.a. the “code”, "semiotic", or 333

“semantic” model) and the “detective analysis” 334

(a.k.a. the “Gricean”, “inferential”, or “pragmatic” 335

model) (Sperber and Wilson, 1995; Schlenker, 336

2016; Heintz and Scott-Phillips, 2023). 337

Dictionary analysis. The dictionary analysis de- 338

picts communication as a sender who intentionally 339

or unintentionally encodes information into a signal 340

that the receiver decodes. Vitally, prior to the com- 341

municative exchange, the sender and the receiver 342

must share the same code. A code here is under- 343

stood as a pre-established pairing between kinds of 344

stimuli (symbolized by “<. . . >”) and sets of infor- 345

mation (symbolized by “[. . . ]”). For instance, the 346

Morse code consists of a pairing between <com- 347

binations of short and long signals> and [letters] 348

that senders and receivers must share to commu- 349

nicate with it. Codes can be conventional, as the 350

Morse code is and as is the formal semantics of a 351

language: a code made of syntactical and lexical 352

rules that pairs <strings of words> with [senten- 353

tial meanings] (Heim and Kratzer, 1998). Codes 354

can also be non-conventional or "natural" (Whar- 355

ton, 2003; Bonard, 2023a). For instance, bees are 356

thought to use a code pairing their <dances> with 357

the [location of nectar]. As mentioned in section 358

2, humans are thought to use a code pairing types 359

of <facial expressions> with types of [emotions 360

expressed]. 361

The main limitation of the dictionary analysis 362

is that codes sometimes underdetermine meaning: 363

The pre-established pairings between <types of 364

stimuli> and [sets of information] are sometimes 365

insufficient to account for the information commu- 366

nicated. Paradigmatically, in conversational impli- 367

catures (Grice, 1975), the utterer implicitly commu- 368

nicates information beyond what is linguistically 369

encoded, beyond what is determined by syntactical 370

and lexical rules. For instance (Wilson and Sperber, 371

2006), if Peter asks, “Did John pay back the money 372

he owed you?” and Mary answers, “He forgot to 373

go to the bank.”, Peter will readily understand that 374

Mary means “no” although the relevant code – the 375

rules pairing <English grammar and lexicon> with 376

[sentential meaning] – is by itself insufficient to 377

account for this since the code only tells you that 378

John forgot to go to the bank. 379

Codes underdetermine the meaning of verbal ex- 380

pressions of emotions as well. To illustrate, let 381
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us go back to Micheli’s typology: labeled, dis-382

played, and suggested emotions (Micheli, 2013).383

As far as labeled emotions are concerned, the dic-384

tionary analysis does quite well thanks to the pair-385

ing between <emotion words> (e.g., happy, amaz-386

ing, sadly) with the [emotion kinds] they refer387

to. However, even labeled emotions sometimes388

do not encode all that is communicated. For in-389

stance, "I am happy now" is explicit about the390

kind of emotion expressed but does not encode391

what the emotion is about. Nevertheless, we of-392

ten correctly infer such information in the relevant393

context. The dictionary analysis fairs even less394

well with displayed emotions because these are395

often ambiguous. For instance, interjections such396

as “Wow!”, “Damn!”, “Fuck!”, “Shit!”, “Ah!” and397

“Oh!” though they readily display that the utterer398

undergoes an emotion, can express various positive399

and negative emotions. Furthermore, these interjec-400

tions don’t encode what emotions are about. How-401

ever, receivers usually correctly infer these pieces402

of information. The dictionary analysis regarding403

suggested emotions is even more limited. Depend-404

ing on what the person expressing their emotion405

believes or desires, a phrase that only suggests emo-406

tions can communicate pretty much any kind of407

emotion. Imagine, for instance, that someone says,408

"The ship has black sails.". In a certain context, this409

apparently vapid sentence may poignantly convey410

intense emotion – because, say, it means that the411

son of the utterer died, as in the story of Aegeus412

and Theseus. Note that, beyond verbal expression,413

most, if not all, types of emotional expressions414

also underdetermine what emotions are expressed.415

Facial expressions or acoustic cues (e.g., screams,416

laughter, sighs) also communicate different emo-417

tions given different contexts (Aviezer et al., 2008;418

Teigen, 2008; Vlemincx et al., 2009; Barrett et al.,419

2011, 2019; Bonard, 2023b). The dictionary analy-420

sis is thus also insufficient for these kinds of emo-421

tional expressions.422

So, how do humans disambiguate emotional ex-423

pressions in cases where codes underdetermine424

what is communicated? If we trust contemporary425

cognitive pragmatics, the answer should be found426

in the detective analysis of communication.427

Detective analysis. What we call the detective428

analysis is constituted by a family of theories de-429

veloped by Paul Grice (Grice, 1957, 1989) and his430

heirs (for reviews, see Bonard (2021a), chapter one431

and appendix). Note that although our presentation432

aims to remain balanced, no universally accepted 433

version of this analysis exists. 434

As mentioned, the detective analysis was devel- 435

oped to account for conversational implicatures, 436

cases where what is communicated goes beyond 437

what is conveyed through conventional meaning, 438

as in Peter and Mary’s example above. To do so, 439

the detective analysis conceptualizes linguistic in- 440

terpretation as a type of abductive reasoning – i.e., 441

as an inference that seeks the simplest and most 442

likely conclusion given the evidence available. The 443

analysis spells out three main sources of evidence: 444

1. Codes, i.e., pre-established pairings between 445

types of stimuli and sets of information, e.g., 446

English syntactical and lexical rules; the codes 447

for verbal and nonverbal emotional expres- 448

sions. As we saw, expressions using la- 449

beled (e.g., "I’m happy") and displayed emo- 450

tions (e.g., "Damn!") are partially understood 451

through such codes, though they are too am- 452

biguous to account for all that is communi- 453

cated. 454

2. Pragmatic expectations, i.e., how people are 455

expected to behave in given contexts, partic- 456

ularly the kind of signal they receive. For in- 457

stance, in conversations, people are expected 458

to say things relevant to the question under dis- 459

cussion (see Grice (1975)’s maxims of conver- 460

sation). For this reason, although what is liter- 461

ally encoded in Mary’s reply is that John for- 462

got to go to the bank, Peter will nevertheless 463

expect this to be relevant to the question he 464

asked. Similarly, we expect someone’s emo- 465

tional expressions to be about something rele- 466

vant to their concerns (Wharton et al., 2021; 467

Bonard, 2022). For instance, if someone says 468

"Damn!" after receiving a surprisingly nice 469

compliment, we expect the compliment to be 470

particularly relevant to the person and will 471

interpret the interjection accordingly. 472

3. Common ground, i.e., the information pre- 473

sumed to be shared by the participants in 474

the exchange (Stalnaker, 2002). For instance, 475

Mary and Peter both presume that a bank is a 476

place where one can withdraw money. Sim- 477

ilarly, we usually presume that receiving a 478

compliment is something that one seeks, espe- 479

cially if it is surprisingly nice – though this is 480

not always part of the common ground, e.g., if 481

the complimenter is the complimentee’s arch- 482
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enemy. The common ground also allows us483

to understand that Aegeus can express deep484

despair with the sentence « The ship has black485

sails. ».486

Based on these three sources of evidence, the487

detective analysis further postulates that the inter-488

preter uses mindreading abilities (i.e., theory of489

mind, mentalizing, or social cognition) to infer490

what is the most likely piece of information that is491

implicitly communicated – e.g., Peter infers that492

Mary meant "no" and we infer that the person say-493

ing "Damn!" is probably pleased. Finally, the de-494

tective analysis specifies that the information so495

inferred is added to the common ground shared by496

participants in the exchange so that it may be a new497

source of evidence in the upcoming exchanges.498

Let us note that the detective analysis predicts499

that the ability to correctly infer what is commu-500

nicated by emotional expressions heavily depends501

on one’s mind-reading capacities. Corroborating502

this prediction, children or people on the autistic503

spectrum may struggle to infer implicit meaning504

correctly, e.g., conversational implicatures (Fop-505

polo and Mazzaggio, 2024) or in expressions using506

suggested emotions (Blanc and Quenette, 2017).507

5 Research Directions for Emotion508

Analysis509

5.1 Towards a Unified Annotation Scheme510

Training models on data annotated with a scheme511

that reflects the multifaceted nature of emotions512

is desirable to improve the capacity of language513

models to understand emotions. Such a scheme514

would need to integrate different perspectives on515

the emotional phenomena to allow for better study516

comparisons. This would also increase the perfor-517

mance and generalization of models.518

Attempts at unification. Several recent stud-519

ies attempt to unify different ways of annotating520

emotion in text. Campagnano et al. (2022) pro-521

pose a new annotation scheme that unifies various522

schemes on emotion semantic roles. To choose a523

set of shared categories, the different discrete emo-524

tions from the schemes were converted to the ba-525

sic emotions of Plutchik’s theory (Plutchik, 2001).526

Klinger (2023) explores the divergences and com-527

monalities between semantic role labeling of emo-528

tions and approaches based on appraisal theories.529

The study identifies several research directions,530

such as using appraisal variables to improve the531

task of detecting emotion causes, or analyzing 532

experiencer-specific appraisals (Wegge et al., 2023). 533

These studies show that combining schemes allows 534

knowledge transfer between tasks, increasing per- 535

formance and generalization. 536

In search of a common framework. What we 537

have previously referred to as "the integrated frame- 538

work for emotion theories" (section 2) aims to 539

reconcile the main emotion theories in psychol- 540

ogy (Scherer, 2022). In our view, it represents a 541

strong candidate to provide a common framework 542

for annotation schemes. As mentioned in section 2, 543

this model considers that emotion consists of syn- 544

chronized changes in different components: the ap- 545

praisal process, action tendencies, bodily changes 546

(motor expressions and physiological responses), 547

and subjective feelings. Research in emotion anal- 548

ysis must draw from the recent debates in the psy- 549

chology of emotions to bring existing annotation 550

schemes into dialogue on a solid theoretical basis 551

and, ideally, construct a unified annotation scheme. 552

Emotion comprises several interacting compo- 553

nents. A unified annotation scheme could clar- 554

ify some gray areas in emotion analysis, such as 555

the lack of clear definitions for emotion seman- 556

tic roles (e.g., experiencer, cause, and target). It 557

could also better situate existing schemes. For ex- 558

ample, annotating discrete emotions and affective 559

dimensions emphasize subjective feeling, whereas 560

annotating cognitive dimensions emphasizes ap- 561

praisals. Few schemes account for physiological 562

responses, motor expressions, and action tenden- 563

cies. More generally, few schemes consider all 564

components. Kim and Klinger (2019) analyze the 565

communication of emotions in fiction through de- 566

scriptions of subjective sensations, postures, facial 567

expressions, and spatial relations between charac- 568

ters. Casel et al. (2021) associate text spans with 569

categories corresponding to Scherer’s emotional 570

components. Cortal et al. (2022, 2023) structure 571

emotional narratives according to components sim- 572

ilar to Scherer’s. Each text span corresponds to 573

observable behaviors, thoughts, physical feelings, 574

or appraisals. To our knowledge, no annotation 575

schemes attempt to capture the interaction between 576

components. Generally, emotion analysis pays lit- 577

tle attention to the dynamic nature of emotion and 578

the synchronization of its various components. 579

Improving the clarity of annotation guides. We 580

note that few studies psychologically justify the 581
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choice of different objects to detect in the text.582

Emotion analysis needs to develop a systematic583

approach to compare annotation guides with one584

another, thereby precisely understanding how dif-585

ferent annotation schemes capture emotion. Thus,586

these schemes must draw from psychological the-587

ories (section 2) but also from linguistic theories588

(sections 3.2 and 4) to identify linguistic mark-589

ers that verbalize emotion. With clear annotation590

guides, it would be easier for research teams to591

focus on points of convergence between schemes.592

5.2 Better Knowledge Use and Environmental593

Interaction594

In natural language processing, prompting refers595

to supplying a tailored input to a language model,596

aiming to direct its generation process towards a597

desired response (Brown et al., 2020). Numer-598

ous prompting methods draw inspiration from hu-599

man cognition to improve the performance of lan-600

guage models (Zhang et al., 2023b). These meth-601

ods propose generating reasoning steps (Wei et al.,602

2023; Kojima et al., 2023), reasoning through mul-603

tiple generated responses (Wang et al., 2023b;604

Yoran et al., 2023), facilitating communication605

by rephrasing questions (Deng et al., 2023), and606

self-improving with its own generated feedback607

(Madaan et al., 2023; Yuan et al., 2024).608

Prompting methods for emotional understand-609

ing. Most methods have been explored to im-610

prove model performance on tasks requiring for-611

mal reasoning (Zhang et al., 2023b). We believe612

it is possible to adapt these methods or even cre-613

ate new ones to improve model performance on614

tasks requiring social reasoning, such as emotional615

understanding. It would be interesting to rely on616

the ability of language models to act as charac-617

ter simulators (Shanahan et al., 2023; Lu et al.,618

2024), capable of adopting multiple perspectives619

to change style (Deshpande et al., 2023), solve620

tasks requiring expert knowledge (Xu et al., 2023),621

or simulate discussions to encourage exploration622

(Wang et al., 2023c; Liang et al., 2023). Zhou623

et al. (2023) enhance the ability of language mod-624

els to make relevant inferences for solving theory625

of mind tasks. They propose a reasoning structure626

that anticipates future challenges and reasons about627

potential actions. More globally, a major challenge628

in natural language processing is finding suitable629

reasoning structures to effectively use the internal630

knowledge of models (Kojima et al., 2023; Zhou631

et al., 2023, 2024). The contribution of the detec- 632

tive analysis (section 4) could prove valuable here: 633

prompts that explicitly ask models to seek evidence 634

from the three sources highlighted by this analysis 635

could lead to better performance and explainability. 636

Finally, the integrated framework for emotion theo- 637

ries (section 3) can serve as inspiration for prompts 638

that aim to exploit all the different facets of emo- 639

tions rather than focusing on just one of them (e.g., 640

subjective feeling). 641

Interaction with the environment. Current lan- 642

guage models, trained solely on predicting missing 643

words, have essentially mastered linguistic codes, 644

i.e., lexical and syntactic rules (section 4), which 645

Mahowald et al. (2023) call "formal linguistic com- 646

petence". However, they struggle to perform well 647

on tasks relying on what Mahowald et al. (2023) 648

call "functional linguistic competence", i.e. the 649

skills required to use language in real-world sit- 650

uations. These skills centrally involve the mech- 651

anisms postulated by the detective analysis – in 652

particular, sharing a common ground and having 653

sensible pragmatic expectations (section 4). To 654

address this limitation, studies augment language 655

models with external modules like a mathematical 656

calculator (Schick et al., 2023), a web browser (Gur 657

et al., 2023), or a virtual environment (Park et al., 658

2023). Through tool manipulation, language mod- 659

els intertwine reasoning with action and can thus 660

effectively combine internal with external knowl- 661

edge (Yao et al., 2023). This point is crucial to 662

develop models that exhibit human-like social be- 663

haviors. For example, Park et al. (2023) show that 664

observation, planning, and reflection are important 665

components for increasing the credibility of behav- 666

iors in a virtual environment. Research on human 667

communication can help highlight relevant abilities 668

to augment language models (e.g., with external 669

modules). This surely applies to emotional com- 670

munication as well. 671

5.3 Language Models for Emotion Regulation 672

Regulating one’s emotions and those of others is 673

a fundamental element of emotional intelligence 674

(Mayer et al., 2008; O’Connor et al., 2019). Re- 675

cently, studies propose assisting psychotherapies 676

with language models (Ziems et al., 2022; Cor- 677

tal et al., 2022, 2023; Sharma et al., 2023; Chen 678

et al., 2023) to address some public health prob- 679

lems, such as the shortage of mental health profes- 680

sionals, as well as the high cost and social stigma 681

7



associated with consultations (White and Dorman,682

2001). Ziems et al. (2022) perform style transfer683

to positively reframe negative thoughts according684

to strategies from positive psychology. To generate685

positive perspectives that preserve the content of686

a thought, the study relies on the detective anal-687

ysis and, more specifically, on Grice’s conversa-688

tional implicatures (section 4). Studies propose689

automating specific steps of cognitive-behavioral690

therapies (Beck, 1976) by detecting cognitive dis-691

tortions (Chen et al., 2023) or performing cognitive692

reframing (Sharma et al., 2023). We believe the693

ability of language models to simulate new per-694

spectives on events could be exploited for emotion695

regulation. As previously seen, it would be possi-696

ble to automatically provide individuals with new697

ways of seeing and acting on the world. Such a698

task would benefit from the knowledge acquired in699

cognitive pragmatics (section 4).700

5.4 Better Benchmarks for Emotional701

Understanding702

Recent benchmarks evaluate language models on703

specific aspects of emotional understanding (Wang704

et al., 2023a; Paech, 2024), but they don’t consider705

its full richness (Scherer, 2007; Mayer et al., 2008;706

O’Connor et al., 2019). For example, Paech (2024)707

assesses emotional understanding by predicting the708

intensity of multiple emotions in conflict scenes.709

Some benchmarks evaluate models on related tasks,710

such as sentiment analysis (Zhang et al., 2023a) and711

theory of mind (Zhou et al., 2023; Ma et al., 2023;712

Kim et al., 2023; Gandhi et al., 2023). However,713

no benchmark specifically proposes to evaluate the714

multiple facets of emotions that affective sciences715

reveal (section 2). Therefore, it is difficult to know716

whether current models are efficient for emotional717

understanding.718

This limitation is compounded by the fact that719

it is difficult to clearly determine which proper-720

ties of emotional understanding are to be evalu-721

ated. We believe that evaluating language models722

should be grounded in research on human emo-723

tional communication, especially psycholinguistics.724

For example, before the age of ten, basic emotions725

(e.g., joy or sadness) are better remembered than726

complex emotions (e.g., pride or guilt) (Davidson727

et al., 2001; Creissen and Blanc, 2017). From six728

to ten years old, labeled emotions are better un-729

derstood than suggested emotions (Blanc, 2010;730

Creissen and Blanc, 2017). Another example of731

relevant studies concerns the difficulty that autis-732

tic people have in understanding different types of 733

emotional expressions (Foppolo and Mazzaggio, 734

2024). These studies show that, for humans, dif- 735

ferent types of emotions and different modes of 736

emotional expression are more or less difficult to 737

interpret. It would be desirable for benchmarks 738

to evaluate language models in ways that reflect 739

the relative difficulty of tasks for humans. Such 740

a project would certainly benefit from research in 741

cognitive pragmatics (section 4), knowing, for ex- 742

ample, that people with communication disorders 743

have difficulty understanding conversational im- 744

plicatures (Foppolo and Mazzaggio, 2024), which 745

indicates that the different sources of evidence dis- 746

tinguished by the detective analysis are associated 747

with different levels of difficulty. 748

We believe the concept of emotion should be 749

addressed through its relationship with text under- 750

standing, i.e., the ability of a reader to construct a 751

mental representation of a situation in a text (Zwaan 752

and Radvansky, 1998). Thus, we would need to 753

go beyond current conceptualizations of emotion 754

in natural language processing (section 3.1) to con- 755

sider the diversity of linguistic markers used to 756

verbalize emotion (section 3.2) as well as the dif- 757

ferent types of emotion (basic or complex) from 758

psycholinguistic research (section 2). Inspired by 759

previous studies, Etienne et al. (2022) propose an 760

annotation scheme that considers emotion expres- 761

sion modes and types of emotion. Future bench- 762

marks assessing the ability of language models to 763

analyze emotions should consider such annotation 764

schemes, which, as we have recommended, seek to 765

be solidly based on relevant research in cognitive 766

science. 767

6 Conclusion 768

Emotion analysis has several limitations that, we 769

believe, are partially due to a lack of communica- 770

tion with other disciplines and, in particular, cog- 771

nitive science. We propose exploiting cognitive 772

science research on emotions and communication 773

to address some of these limitations. We suggest 774

that this opens the way for constructing new an- 775

notation schemes, methods, and benchmarks for 776

emotional understanding that consider the multiple 777

facets of human emotion and communication. 778

Limitations 779

We propose a theoretical perspective on emotion 780

analysis in natural language processing. We believe 781

8



it would benefit the emotion analysis community782

to adopt an interdisciplinary approach by drawing783

from cognitive science theories to address certain784

existing limitations in the research field. In prac-785

tice, this is a challenging task. Although we focus786

on concrete actions that could be undertaken soon787

(for example, clarifying annotation guidelines), we788

recognize that our contribution involves specula-789

tive research directions. In future research, it would790

be desirable to complement these speculative as-791

pects with more concrete proposals, notably with792

empirically testable hypotheses and implementable793

algorithms.794
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