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ABSTRACT

Despite significant strides in multimodal tasks, Multimodal Large Language Mod-
els (MLLMs) are plagued by the critical issue of hallucination. The reliable
detection of such hallucinations in MLLMs has, therefore, become a vital aspect
of model evaluation and the safeguarding of practical application deployment.
Prior research in this domain has been constrained by a narrow focus on singular
tasks, an inadequate range of hallucination categories addressed, and a lack of
detailed granularity. In response to these challenges, our work expands the inves-
tigative horizons of hallucination detection. We present a novel meta-evaluation
benchmark, MHaluBench, meticulously crafted to facilitate the evaluation of
advancements in hallucination detection methods. Additionally, we unveil a novel
unified multimodal hallucination detection framework, UNIHD, which leverages
a suite of auxiliary tools to validate the occurrence of hallucinations robustly.
We demonstrate the effectiveness of UNIHD through meticulous evaluation and
comprehensive analysis. We also provide strategic insights on the application of
specific tools for addressing various categories of hallucinations1.

1 INTRODUCTION

The recent emergence of MLLMs Ho et al. (2020); OpenAI (2023); Durante et al. (2024) that more
closely mirror human cognition and learning has unleashed unprecedented possibilities for the future
of artificial general intelligence (AGI). Despite MLLMs’ impressive abilities, they are susceptible to
generating seemingly credible content that contradicts input data or established world knowledge,
a phenomenon termed “hallucination”(Liu et al., 2024; Wang et al., 2023a; Huang et al., 2023c;
Tonmoy et al., 2024; Yin et al., 2023). These hallucinations hinder the practical deployment of
MLLMs and contribute to the dissemination of misinformation. Consequently, detectors that could
detect multimodal hallucinations Yang et al. (2023) within responses from MLLMs are urgently
needed to alert users to potential risks and drive the development of more reliable MLLMs.

Although several works Zhou et al. (2023); Zhai et al. (2023); Li et al. (2023); Wang et al. (2023b)
have been conducted to evaluate or detect hallucinations from MLLMs, these efforts operate in
isolation and have certain limitations when compared with the aspects illustrated in Figure 1: (1) Task
Singularity: Current research has primarily concentrated on specific tasks, such as image captioning
while neglecting that text-to-image generation, an important component of AGI, also suffers from
hallucinations induced by MLLMs. (2) Limited Hallucination Categories: Prior studies have focused
on identifying hallucinations at the object level, yet they fail to consider the prevalence of scene-text
or factual inconsistencies that also frequently occur in MLLMs. (3) Incomplete Granularity: It would
be more valuable to assess hallucinations at a fine-grained level, examining individual claims within a
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1The code can be accessed via https://github.com/OpenKG-ORG/EasyDetect, and the demon-

stration is available at http://easydetect.openkg.cn.
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response, rather than evaluating the entire response holistically. Considering these constraints hinder
rapid progress in practical hallucination detection, it raises the question: Can we develop a unified
perspective for detecting hallucinations from MLLMs?

Which team does the athlete
on the right side in the below
picture belong to ?

S1[The athlete on the right side,
wearing the red uniform in the
image, belongs to the American
soccer team Club América.], S2[The
scene is filled with the excitement
of a soccer match.]

S1.1: The athlete on the right side wears the 
         red uniform.
S1.2: The athlete on the right side belongs to   
         Club América.
S1.3: Club América is the American soccer
         team.
S2.1. The scene is filled with the excitement     
         of a soccer match.

User
Query

World
Knowldge

S1[The side of a car with the
Volkswagen logo reads 'Travel
Around the World'.], S2[A man
wearing glasses and a dark coat
stands beside it.]

User
Query

S1.1: The Volkswagen logo is on the side of      
         the car.
S1.2: The side of the car reads 'Travel Around    
         the World'.
S2.1: A man is standing beside the car.
S2.2: The man wears glasses and a dark coat.

(a) Image-to-Text

Text

Detect Claims from Response Detect Claims from User Query

(b) Text-to-Image

Figure 1: Unified multimodal hallucination detection aims
to identify and detect modality-conflicting hallucinations at
various levels such as object, attribute, and scene-text, as well
as fact-conflicting hallucinations in both image-to-text and
text-to-image generation. Our benchmark emphasizes fine-
grained detection, with “S1” representing the segment and
“S1.1” and “S1.2” denoting its corresponding claims.

To further investigate this problem, we
have broadened the concept of multimodal
hallucination within MLLMs to a holis-
tic framework, integrating both image-to-
text generation such as Image Caption-
ing (IC) and Visual Question Answering
(VQA), as well as text-to-image-synthesis
(T2I) – to align with MLLMs’ capa-
bilities of performing varied multimodal
tasks. We are committed to exploring
a broad spectrum of hallucinatory cate-
gories and the intricate nuances of claim-
level hallucination through a lens that inte-
grates both modality-conflicting and fact-
conflicting hallucinations. Based on the
outlined perspectives, We have developed
the MultiModal Hallucination Detection
Benchmark (MHaluBench) to assess the
progress of unified multimodal hallucina-
tion detectors for MLLMs and embodied
the data framework depicted in Figure 1.

At its core, leveraging MLLMs’ inherent
self-detection mechanisms to pinpoint di-
verse hallucinations encounters significant hurdles. Inspire by Chern et al. (2023), we further develop
a tool-augmented framework for unified hallucination detection, named UNIHD, which integrates
evidence from multiple auxiliary tools through the following procedure: (1) Essential Claim Extrac-
tion involves extracting the core claims within the generated response for image-to-text generation
or user queries in text-to-image generation; (2) Autonomous Tool Selection via Query Formulation
prompts MLLMs (GPT-4/Gemini) to autonomously generate pertinent questions for each claim.
These questions are crafted to determine the specific type of tool required for each claim and to
establish the input for the tool’s operation; (3) Parallel Tool Execution deploys a suite of specialized
tools to operate concurrently, providing evidence from their outputs to reliably validate potential
hallucinations; (4) Hallucination Verification with Rationales aggregates the collected evidence to
instruct the underlying MLLM to judge whether the claim hallucinatory with rationals for explanation.

We have conducted a thorough evaluation of the UNIHD framework, utilizing the underlying MLLM
against the MHaluBench benchmark. Our findings underscore the effectiveness of our approach and
confirm that multimodal hallucination detection remains a formidable challenge.

2 UNIHD: UNIFIED HALLUCINATION DETECTION FRAMEWORK FOR MLLMS

Addressing the key challenges in hallucination detection, we introduce a tool-enhanced framework that
systematically tackles hallucination identification in multi-modal large language models (MLLMs)
for both image-to-text and text-to-image tasks. Our framework capitalizes on the domain-specific
strengths of various tools to efficiently gather multi-modal evidence for confirming hallucinations.
The components of the framework, UNIHD, are detailed in Fig. 2. Due to the page limit, we provide
background and details of dataset construction in Appendix A and B.

2.1 ESSENTIAL CLAIM EXTRACTION

To identify fine-grained hallucinations within the response, claim extraction is a prerequisite. Fol-
lowing the procedure of “claim collection” in Appendix B.2, we employ the advanced instruction-
following abilities of MLLMs for efficient claim extraction, bypassing the extensive resources
typically needed for model training. Specifically, GPT-4V/Gemini is adopted as the base LLM
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S1[The athlete on the right side,
wearing the red uniform in the image,
belongs to the American soccer team
Club América.], S2[The scene is filled
with the excitement of a soccer
match.]

S1[The side of a car with the
Volkswagen logo reads 'Travel
Around the World'.], S2[A man
wearing glasses and a dark coat
stands beside it.]

Prompt: Describe
the above image.

  Claim Extraction
claim1: The athlete on the right side
wears the red uniform.
claim2: The athlete on the right side
belongs to Club América.
claim3: Club América is the American
soccer team.
claim4: The scene is filled with the
excitement of a soccer match.

Objcet: {'claim1': ['athlete', 'uniform'], 'claim2':
['athlete'], 'claim3': ['none'], 'claim4':['none']} 
Attribute: {'claim1': ["What color is the uniform
of the athlete on the right side?'], 'claim2':
['none'], 'claim3' ['none'], 'claim4': ['none']}
Scene-text: {'claim1': ['none'], 'claim2': ["What is
written on the athlete's uniform on the right side?"],
'claim3': ['none']}
Fact: {'claim1': ['none'], 'claim2': ['none'], 'claim3':
['What is Club América?', 'Is Club América an
American soccer team?']}

 Hallucination Verification with Rationales

 [     ...] Parallel Tool Execution  

Object detection evidecne:
uniform [0.077, 0.179, 0.355, 0.705]
uniform [0.304, 0.333, 0.888, 0.809]
athlete [0.072, 0.036, 0.481, 0.931]
athlete [0.153, 0.199, 0.977, 0.924]
Attribute detection evidence:
1. The athlete on the right side wearing 
    white uniform.
Scene text recognition evidence:
DALLAS [0.447, 0.525, 0.533, 0.661]
Panasonic [0.392, 0.161, 1.0, 0.322]
Search engine returned evidence:
1. Club América: Soccer club
2. Club América is a professional football 
    club based in Mexico City.  Nicknamed   
    Las Águilas, it competes in Liga MX,  
    the top tier of Mexican football. ....

  Claim Extraction

Instruction:
<Task Role Description>
<Explanation of the Hallucination Types>
<Structured Tool Outputs>
Input: <Image and Corresponding Claim List>

       Output:
  [{"claim1":"hallucination","reason":"The object detection expert
model identified two athletes, with the athlete on the right
wearing white uniform, and the athlete on the left wearing red
uniform. Therefore, there's a hallucination."},
{"claim2":"hallucination","reason":"The scene text on the  
uniform of the athlete on the right indicates the team he belong
to. Based on ......, he should belong to the DALLAS team not
Club América. Therefore, there's a hallucination."},  {"claim3":
"hallucination", "reason":...}, {"claim4":"non-hallucination", ...}]
    

Im
ag

e-
to

-T
ex

t
Text-to-Im

age

Objcet: {'claim1': ['car'], 'claim2': ['car'], 'claim3':
['man', 'car'], 'claim4': ['man', 'glasses', 'coat']}
Attribute: {'claim1': ['none'], 'claim2': ['none'],
'claim3': ['Is there a man standing beside the car?'],
'claim4': ["What color is the man's coat?"]}
Scene-text:  {'claim1': ['none'], 'claim2': ['What
does the side of the car read?'], 'claim3': ['none'],
'claim4': ['none']}
Fact: {'claim1': ['The design of the Volkswagen
logo','Volkswagen logo'], 'claim2': ['none'], 'claim3':
['none'], 'claim4': ['none']}

Object detection evidecne:
man [0.111, 0.05, 0.438, 0.998]
coat [0.121, 0.26, 0.439, 0.87]
car [0.36, 0.0, 0.999, 0.999]
Attribute detection evidence:
1: There is a man standing beside the car.
2: The man's coat appears to be dark gray.
Scene text recognition evidence:
TRAVEL [0.578, 0.322, 0.902, 0.409]
WORRLD [0.613, 0.725, 0.884, 0.818]
AROUND [0.655, 0.413, 0.809, 0.448]
YOURD [0.684, 0.634, 0.801, 0.673]
THE [0.705, 0.699, 0.754, 0.721]
Search engine returned evidence:
1. The Volkswagen logo is based on the
combination of two letters, "V" and "W,"
which represent the German words "Volks"
and "Wagen," meaning "people\'s car"...

Hallucination Verification with Rationales
Instruction:
<Task Role Description>
<Explanation of the Hallucination Types>
<Structured Tool Outputs>
Input: <Image and Corresponding Claim List>

       Output:
  [{"claim1": "hallucination", "reason": "No sufficient detail to
confirm if the depicted logo is the Volkswagen logo with its
specific characteristics such as the 'V' over the 'W' and the color
scheme......}, {"claim2":"hallucination", "reason": "The side of the
car reads 'TRAVEL AROUND YOURD THE WORRLD' instead
of 'Travel Around the World'. There are spelling errors in 'YOURD'
and......,{"claim3": "non-hallucination", "reason": "......"},
{"claim4": "hallucination", "reason": " While there is no
information on the man wearing glasses......"}]
    

claim1: The Volkswagen logo is on the
side of the car.
claim2: The side of the car reads 'Travel
Around the World'. 
claim3: A man is standing beside the car. 
claim4: The man wears glasses and a
dark coat.

c c

Autonomous Tool Selection Via Query Formulation

Figure 2: The specific illustration of UNIHD for unified multimodal hallucination detection.

to efficiently derive verifiable claims from the outputs of image-to-text models (extracting each
response into individual claims) and text-to-image models (deconstructing user instructions into
distinct claims). These claims are represented as {ci}i=1···n

2.

2.2 AUTONOMOUS TOOL SELECTION FOR CLAIM

After extracting essential claims in the input image-text pair a = {v, x}, the challenge of hallucination
detection is to aptly match each claim with appropriate aspect-oriented tools. We approach this issue
by assessing whether the underlying MLLMs can generate pertinent questions for a given set of
claims {ci}i=1···n to provide relevant input to the specific aspect-oriented tool. To facilitate this,
we leverage underlying MLLMs like GPT-4V/Gemini, providing them with contextual examples
to autonomously generate meaningful questions. Demonstrated in Figure 1, our autonomous tool
selection yields custom queries for each claim, or “none” when a tool is unnecessary. For example,
as seen in Figure 1, the framework determines that claim1 calls for the attribute-oriented question
“What color is the uniform of the athlete on the right side?” and the
object-oriented inquiry “[‘athlete’, ‘uniform’]”, bypassing the need for scene-text and fact-
oriented tools.

2.3 PARALLEL TOOL EXECUTION

Leveraging queries autonomously generated from various perspectives, we simultaneously deploy
these tools in response to the queries, gathering a comprehensive array of insights to underpin the
verification of hallucinations. The specific tools employed in our framework are detailed below,
selected for their ability to effectively address a wide range of multimodal hallucination scenarios:

• Object-oriented tool: We employ the open-set object detection model Grounding DINO Liu et al.
(2023d) for capturing visual object information, crucial for detecting object-level hallucinations.
For instance, inputting “[‘athlete’, ‘uniform’]” prompts the model to return two uniform
objects and two athlete objects, along with their normalized location coordinates.

2In subsequent experiments, our framework builds upon the pre-annotated claims available in MHaluBench,
and the claim extraction is only necessary in the open-domain setting.
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Tasks LLMs Methods Levels
Hallucinatory Non-Hallucinatory Average

P R F1 P R F1 Acc. P R Mac.F1

Image-to-Text

Gemini

Self-Check (0-shot) Claim 83.17 42.15 55.95 55.64 89.48 68.61 63.34 69.41 65.82 62.28
Segment 89.30 47.71 62.19 43.76 87.68 58.38 60.38 66.53 67.69 60.29

Self-Check (2-shot) Claim 84.24 66.75 74.48 67.35 84.60 75.00 74.74 75.80 75.68 74.74
Segment 90.44 71.08 79.60 57.35 83.80 68.10 75.11 73.89 77.44 73.85

UNIHD Claim 84.44 72.44 77.98 71.08 83.54 76.80 77.41 77.76 77.99 77.39
Segment 88.77 78.76 83.46 63.17 78.52 70.02 78.68 75.97 78.64 76.74

GPT-4v

Self-Check (0-shot) Claim 79.37 74.17 76.68 70.52 76.22 73.26 75.09 74.94 75.19 74.97
Segment 84.78 80.07 82.35 61.64 69.01 65.12 76.56 73.21 74.54 73.73

Self-Check (2-shot) Claim 82.00 79.98 80.98 76.04 78.35 77.18 79.25 79.02 79.16 79.08
Segment 86.54 85.13 85.83 69.05 71.48 70.24 80.80 77.80 78.30 78.04

UNIHD Claim 82.54 85.29 83.89 81.08 77.74 79.38 81.91 81.81 81.52 81.63
Segment 87.03 91.01 88.98 78.52 70.77 74.44 84.60 82.77 80.89 81.71

Text-to-Image

Gemini

Self-Check (0-shot) Claim 73.85 24.62 36.92 55.45 91.50 69.06 58.48 64.65 58.06 52.99
Segment 87.27 30.00 44.65 32.53 88.52 47.58 46.15 59.90 59.26 46.11

Self-Check (2-shot) Claim 85.37 53.85 66.04 66.91 91.00 77.12 72.66 76.14 72.42 71.58
Segment 91.67 61.88 73.88 46.02 85.25 59.77 68.33 68.84 73.56 66.83

UNIHD Claim 85.71 61.54 71.64 70.59 90.00 79.12 75.95 78.15 75.77 75.38
Segment 93.28 69.37 79.57 51.96 86.89 65.03 74.21 72.62 78.13 72.30

GPT-4v

Self-Check (0-shot) Claim 88.55 59.49 71.17 70.08 92.50 79.74 76.20 79.31 75.99 75.45
Segment 93.69 65.00 76.75 49.09 88.52 63.16 71.49 71.39 76.76 69.96

Self-Check (2-shot) Claim 84.39 74.87 79.35 77.93 86.50 81.99 80.76 81.16 80.69 80.67
Segment 89.63 75.62 82.03 54.65 77.05 63.95 76.02 72.14 76.34 72.99

UNIHD Claim 84.92 86.67 85.79 86.73 85.00 85.86 85.82 85.83 85.83 85.82
Segment 91.25 91.25 91.25 77.05 77.05 77.05 87.33 84.15 84.15 84.15

Table 1: Experimental results of UNIHD powered by Gemini and GPT-4v on Image-to-Text Genera-
tion and Text-to-Image Generation.

• Attribute-Oriented Tool: Dealing with attributes such as positions, colors, and actions, we harness
underlying MLLMs (such as GPT-4V and Gemini) to answer the specific attribute-level questions.
These responses are leveraged for hallucination verification within the same MLLMs, mirroring a
self-reflect akin to Shinn et al. (2023).

• Scene-Text-Oriented Tool: Should the generated questions for scene text not be exclusively “none”,
we then invoke MAERec Jiang et al. (2023) as our scene-text detection tool, which is capable of
identifying scene text within images along with their corresponding normalized four-dimensional
coordinates.

• Fact-Oriented Tool: To validate conflicting factual hallucinations, we harness the Serper Google
Search API to perform web searches using specific fact-based questions. By extracting and
scrutinizing the top results, we obtain a range of snippets from the API’s responses for analysis.

Moreover, UNIHD is tool-agnostic, facilitating the seamless integration of emerging tools and detec-
tion strategies to amass tool knowledge, thereby bolstering the process of hallucination verification.

2.4 HALLUCINATION VERIFICATION WITH RATIONALES

In the concluding phase of our process, we subject each claim, denoted as ci, to a binary prediction
to ascertain its hallucinatory status. Claims are categorized as either HALLUCINATORY or NON-
HALLUCINATORY based on the level of evidence support. To accomplish this, we aggregate the
collected evidence with the original image and its corresponding claim list 3 into a comprehensive
prompt. Subsequently, we instruct our chosen MLLM (GPT-4V or Gemini) to assess each claim’s
hallucinatory potential. In doing so, the MLLM also generates insightful explanations to elucidate
the rationale behind its judgment.

3 EXPERIMENT

Due to the page limit, we further analyze “Which Type of Hallucination Detection Can Be More
Effectively Enhanced by Tools?”, “Explanation Reasonability of UNIHD.”, “Failure Analysis of
UNIHD.”, “Text-to-Image Hallucinations vs. Image-to-Text Hallucinations: Which is Easier to
Detect?”, “Explore UNIHD to Evaluate Hallucination of Modern MLLMs.” in Appendix D.2.

3Note that the set a = {v, x}, corresponding to the list of claims, is input into the detectors in a single batch.
This operation allows the detectors to capture contextual information while also enhancing efficiency.
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3.1 EVALUATION RESULTS
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Self-Check (2-shot) UNIHD

Figure 3: The statistical analysis was conducted on samples with hallucinatory labels. In this analysis,
the x-axis labels “O”, “A”, “S” and “F” refer to object, attribute, scene-text, and fact, respectively.

MHaluBench poses a challenging benchmark for multimodal hallucination detection. The
segment-level and response-level outcomes are presented in Table 1. Even though all hallucinatory
instances in MHaluBench were obtained from open-source MLLMs’ outputs rather than being
generated by GPT-4V/Gemini itself, it is noteworthy that the majority of detectors achieve an overall
Macro-F1 score ranging between 70%-80%, exhibiting subpar performance on MHaluBench.

GPT-4V surpasses Gemini as the detector base. GPT-4V-powered detectors consistently outper-
form Gemini counterparts, achieving higher Macro-F1 scores, especially in text-to-image generation.
For instance, Self-Check (0-shot) using GPT-4V achieves a claim-level Macro-F1 of 72.82, signifi-
cantly surpassing Gemini’s Macro-F1 score of 52.98. However, Gemini-powered detectors exhibit
better performance in non-hallucinatory categories for image-to-text tasks, indicating a potential bias
towards reduced sensitivity to hallucinations.

UNIHD Empowered by GPT-4V: Superior Detection Across the Board. Table 1 demonstrates
that UNIHD, leveraging GPT-4V, consistently outperforms other baseline detectors in image-to-text
and text-to-image tasks. Despite the Self-Check (2-shot) showcasing GPT-4V and Gemini’s robust in-
context learning, UNIHD markedly exceeds its performance, emphasizing the benefits of integrating
external tools for more robust evidence verification and reliable hallucination detection.

4 CONCLUSION

We introduce a unified problem formulation for multimodal hallucination detection that encompasses
a diverse range of multimodal tasks and hallucination types. A fine-grained benchmark dataset,
MHaluBench, is also proposed to promote this challenging direction. Alongside this, we present
the unified hallucination detection framework, UNIHD, capable of autonomously selecting external
tools with capturing pertinent knowledge to support hallucination verification with rationales. Our
experimental results indicate that UNIHD achieves better performance across both image-to-text and
text-to-image generation tasks, confirming its universality and efficacy. Looking ahead, we aim to
expand UNIHD into an API service that can assess the prevalence of hallucinations in MLLMs and
serve as a foundation for model editing.
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A PRELIMINARIES

Figure 4 illustrates our extension of hallucination detection for MLLMs to cover both image-to-text
and text-to-image generation. Further, we explore a unified perspective on hallucination in MLLMs
with the aspiration of developing a unified framework for hallucination detection.

Image-to-Text 

Text-to-Image 

...
1. whether the output text
contradicts the information
presented in the input image.
2. whether the output text
conflicts with world knowledge.

1. whether the output image
contradicts the information
presented in the input text.
2. whether the output image
conflicts with the world 
knowledge underlying the text.

Figure 4: Unified View ( ) of multimodal hallucination detection.

Unified View of Multimodal Hallucination Taxonomy. A prerequisite for unified detection is
the coherent categorization of the principal categories of hallucinations within MLLMs. Our paper
superficially examines the following Hallucination Taxonomy from a unified perspective:

• Modality-Conflicting Hallucination. MLLMs sometimes generate outputs that conflict with
inputs from other modalities, leading to issues such as incorrect objects, attributes, or scene text.
An example in Figure 1 (a) includes an MLLM inaccurately describing an athlete’s uniform
color, showcasing an attribute-level conflict due to MLLMs’ limited ability to achieve fine-grained
text-image alignment.

• Fact-Conflicting Hallucination. Outputs from MLLMs may contradict established factual knowl-
edge. Image-to-text models can generate narratives that stray from the actual content by incorporat-
ing irrelevant facts, while text-to-image models may produce visuals that fail to reflect the factual
knowledge contained in text prompts. These discrepancies underline the struggle of MLLMs to
maintain factual consistency, representing a significant challenge in the domain.

Unified Detection Problem Formulation. Unified detection of multimodal hallucination necessi-
tates the check of each image-text pair a = {v, x}, wherein v denotes either the visual input provided
to an MLLM, or the visual output synthetic by it. Correspondingly, x signifies the MLLM’s generated
textual response based on the v or the textual user query for synthesizing v. Within this task, each x
may contain multiple claims, denoted as {ci}i=1···n. The objective for hallucination detectors is to
assess each claim from a to determine whether it is “hallucinatory” or “non-hallucinatory”, providing
a rationale for their judgments based on the provided definition of hallucination. Text hallucination
detection from LLMs denotes a sub-case in this setting, where v is null.
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Datasets
Response Purpose Granularity Hallucination Types Modality Scenario

Generated by Object Attribute Scene Text Fact Task

FactCC Synthetic Check. Sentence ✔ Text Text2Text
QAGS Model Check. Summary ✔ Text Text2Text
HaluEval ChatGPT Det. Response ✔ Text Text2Text
POPE - Eval. Response ✔ Multi. Image2Text
HaELM - Det. Response Multi. Image2Text
AMBER - Eval. Response ✔ ✔ Multi. Image2Text

MHaluBench (Ours) MMLMs Det. Res.,Seg.,Claim ✔ ✔ ✔ ✔ Multi. Image2Text/Text2Image

Table 2: A comparison of benchmarks w.r.t existing fact-checking or hallucination evaluation. “Check.”
indicates verifying factual consistency, “Eval.” denotes evaluating hallucinations generated by different LLMs,
and its response is based on different LLMs under test, while “Det.” embodies the evaluation of a detector’s
capability in identifying hallucinations.

B CONSTRUCTION OF MHALUBENCH

To facilitate research in this area, we introduce the meta-evaluation benchmark MHaluBench, which
encompasses the content from image-to-text and text-to-image generation, aiming to rigorously assess
the advancements in multimodal hallucination detectors. Our benchmark has been meticulously
curated to include a balanced distribution of instances across three pivotal tasks, which encompasses
200 exemplars for the task of IC 200 for VQA, and an additional 220 dedicated to Text-to-Image
Generation. Statistical details about MHaluBench are provided in Figure 5 and Figure 6.

B.1 HALLUCINATORY EXAMPLE COLLECTION

Image-to-Text Generation. We concentrate on IC and VQA tasks, sampling examples from
validation of MS-COCO 2014 Lin et al. (2014) and testing of TextVQA Singh et al. (2019). Based
on these samples, we aggregate generative outputs from mplug Ye et al. (2023), LLaVA Liu et al.
(2023c), and MiniGPT-4 Zhu et al. (2023) as foundational data for MHaluBench.

Text-to-Image Generation. To curate a dataset of text-prompted images exhibiting typical hal-
lucinatory features, we source initial captions from DrawBench Saharia et al. (2022) and T2I-
CompBench Huang et al. (2023a). These captions are augmented through ChatGPT to include more
specific information such as objects, attributes, and factual details, among others. The refined caption
guides the DALL-E 3 model Betker et al. (2023) in producing visually detailed images.

B.2 FINE-GRAINED HUMAN ANNOTATION

Beyond response evaluation, we implement claim-level fine-grained annotation to pinpoint hallucina-
tions, facilitating targeted feedback for enhancing model capability Lightman et al. (2023).

Segment and Claim Collection for Detection. We propose utilizing ChatGPT’s advanced
instruction-following prowess to extract fine-grained segments and associated claims. For image-to-
text tasks, we capture the model’s textual output, while in text-to-image scenarios, we distill user
queries into constituent intent concepts, which are then treated as claims.

Human Annotation Principles. Our annotation criteria evaluate whether image-to-text output
conflicts with the input image or world knowledge and whether text-to-image visuals conflict with
claims or world knowledge. Extracted claims are labeled as hallucinatory or non-hallucinatory, with a
segment deemed hallucinatory if it contains any such claim; otherwise, it is labeled non-hallucinatory.
An entire response is labeled hallucinatory if it includes even one hallucinatory segment.

Annotator Collaboration and Agreement. We allocate the dataset uniformly across three an-
notators with graduate-level qualifications for independent categorization. Decisions in uncertain
cases were initially held by individual annotators and later resolved by majority rule. Inter-annotator
reliability, measured by Fleiss’s Kappa (κ), shows significant agreement (κ = 0.855) in a random
subset of 100 annotations, indicating a high level of concordance within the range 0.80 ≤ κ ≤ 1.00.
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Figure 5: Claim-Level data statistics of MHaluBench. “IC” signifies Image Captioning and “T2I”
indicates Text-to-Image synthesis, respectively.
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Image-to-Text
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Figure 6: Distribution of hallucination categories within hallucination-labeled claims of MHaluBench.

C RELATED WORK

C.1 HALLUCINATIONS IN MLLM

The advent of MLLMs OpenAI (2023); Liu et al. (2023c); Ye et al. (2023); Zhu et al. (2023) has
highlighted the issue of hallucination Zhang et al. (2023); Huang et al. (2023b); Rawte et al. (2023); Ji
et al. (2023); Yin et al. (2023), a crucial concern impacting their dependability. Previous research has
primarily focused on three areas: evaluating Li et al. (2023); Liu et al. (2023a), detecting Wang et al.
(2023b); Yang et al. (2023), and mitigating hallucinations Liu et al. (2023b); Huang et al. (2023c);
Semnani et al. (2023). In a complementary effort, HaELM Wang et al. (2023b) scrutinizes the
challenges associated with POPE Li et al. (2023) and suggests training a model based on simulated
hallucination samples for detecting multimodal hallucinations. Diverging from prior efforts, this
paper addresses a broader problem scope for hallucination detection, introducing a unified multimodal
hallucination detection framework, UNIHD, along with meta-evaluation benchmarks, MHaluBench.

C.2 HARNESSING TOOL RESOURCES FOR LLMS

Addressing the limitations of LLMs Chen (2023) due to their pre-training confinement, researchers
have explored augmenting them with resources like knowledge bases, search engines, and external
models, to expand their functionality. Notably, Schick et al. (2023); Hao et al. (2023); Qiao et al.
(2023) have developed models that leverage external tools to improve performance in downstream
tasks. More recently, Shen et al. (2023); Liang et al. (2023) has unveiled frameworks integrating
LLMs with diverse AI models to tackle complex challenges. Building on this, researchers Peng
et al. (2023); Chen et al. (2024) have examined the utilization of external knowledge to mitigate
or evaluate hallucinations in LLMs. Adapting these enhancements for MLLMs introduces unique
challenges, necessitating the selection of appropriate tools for effective oversight. Our research
focuses on automating the selection of functionally diverse tools to enhance multimodal hallucination
detection.
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UniHD Output:
  [ ..., {"claim3":"hallucination","reason":"According
to the external knowledge, Fanta originated in Germany,
not America, during World War II. Therefore, there's a
hallucination.."}, ... ]

Self-Check(2-shot) Output:
[ ..., {"claim3":"hallucination","reason":"The origin of Fanta being in America during World
War II cannot be verified through visual information in the image.", ...} ]

Comparison of Explanation Reasonability 

object detection evidence: 
skateboard [0.461, 0.415, 0.523, 0.554]
bicycle [0.76, 0.305, 0.987, 0.548]
skateboarder [0.355, 0.09, 0.569, 0.552]
water fountain [0.002, 0.845, 0.141, 0.982]
cement ramp [0.231, 0.511, 0.997, 0.996]
man [0.819, 0.134, 0.983, 0.534]
attribute detection evidence: ......
scene text recognition evidence: none
search engine returned evidence: non

Output:
[ { "claim6": "non-hallucination", 
    "reason": The object detection expert model has detected a water fountain, which
matches the visual information in the image.." }]

wrong prediction 

object detection evidence: 
car [0.001, 0.001, 0.999, 0.999]
attribute detection evidence: none
scene text recognition evidence:
POLICA  [0.156, 0.41, 0.855, 0.669]
POLICA MILITAR  [0.178, 0.585, 0.862, 0.774]
search engine returned evidence: none

Here is the claim list:
["claim1": "A police car has "POLICIA
MILITAR" written on the back."]

Output:
wrong prediction 

correct prediction 

Image-to-Text
User Query: What soda is painted on this building?
Here is the claim list:
["claim1": "The soda painted on the building is Fanta", "claim2": "Fanta is a fruit-
flavored carbonated soft drink.", "claim3": "Fanta originated in America during World
War.", "claim4": Fanta's origin was due to limited Coca-Cola availability]

UniHD Output:
  [{"claim1":"hallucination","reason":"The object
detection model has detected five bikes in the image,
not three as stated in the claim. Therefore, there's a
hallucination."}, ...]

Self-Check(2-shot) Output:
[ {"claim1":"hallucination","reason":"There are more than three bikes parked in the image.
Therefore, there's a hallucination.", ...} ]

User Query: Three bikes parked outside a local restaurant establishment.

Here is the claim list:
["claim1": "There are three bikes parked.", 
 "claim2": "The bikes are outside a local restaurant."]

Text-to-Image

correct prediction 

[ { "claim1": "non-hallucination", 
    "reason": "The object detection model has identified a car in the image. According to
the detection results of the scene text expert model, the text reads 'POLICA' and 'POLICA
MILITAR', which is consistent with the claim that a police car has 'POLICIA MILITAR'
written on the back. There is a typographical difference where 'POLICA' should be
'POLICIA', but the word 'MILITAR' confirms the intended label on the car. Therefore,
there's no hallucination." }]

Here is the claim list:
["claim1": "A skateboarder is performing a jump off a cement ramp.",
   ......
"claim6": "There is a water fountain nearby."]

UniHD (a) UniHD (b)

Figure 7: Case Study. The upper section depicts two exemplary cases where both UNIHD and Self-
Check (2-shot) arrive at correct judgments, with a comparative demonstration of UNIHD providing
explanations of superior reasonability. UNIHD (a) reveals a failure case where the tool presents
erroneous evidence, leading to an incorrect verification outcome. Conversely, UNIHD (b) highlights
a scenario where, despite the tool offering valid and correct evidence, GPT-4V persists in its original
stance, resulting in a flawed verification.

D EXPERIMENT

D.1 EXPERIMENTAL SETTINGS

Baselines. We compare UNIHD with two baselines, Self-Check (2-shot)4 and Self-Check (0-
shot) based on CoT Wei et al. (2022), which assess the capability of the underlying MLLM to
identify hallucinations without external knowledge and have shown effectiveness across other various
tasks Madaan et al. (2023); Chern et al. (2023); Xie et al. (2023). In practice, we prompt GPT-4V
(gpt-4-vision-preview) and Gemini5 to recognize fine-grained hallucination and explain the
reasoning behind this determination.

Evaluation Perspective. We compute the recall, precision, and Micro-F1 metrics individually for
both hallucinatory and non-hallucinatory categories. Additionally, we assess the overall performance
by measuring the average Macro-F1 scores at the claim and segment levels. We categorize a segment
as non-hallucinatory only if all associated claims are classified as non-hallucinatory; it is deemed
hallucinatory if any associated claims do not meet this criterion.

D.2 EXPERIMENTAL ANALYSIS

Which Type of Hallucination Detection Can Be More Effectively Enhanced by Tools? Figure 3
shows that UNIHD significantly enhances the detection of scene text and factual hallucinations over
Self-Check (2-shot), suggesting that GPT-4V or Gemini’s inherent limitations make the evidence

4Self-Check (2-shot) utilize two complete demonstrations based on a = {v, x} rather than only two claims.
5https://deepmind.google/technologies/gemini/
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provided by the tool especially valuable. However, UNIHD exhibits minimal improvement in
identifying attribute-level hallucinations, likely due to a dearth of tools tailored for direct attribute
detection. The gains achieved through self-reflection attribute detection based on GPT-4V/Gemini,
are relatively limited.

Explanation Reasonability of UNIHD. As shown in the upper portion of Figure 7, both the
fact-level hallucinatory claim “Fanta originated in America during World War.” and the object-level
hallucinatory claim “There are three bikes parked.” are correctly judged by both Self-Check (2-shot)
and UNIHD. Upon further comparison of the reasons provided by these detectors, it is apparent
that UNIHD is adept at combining the evidence returned by the tool to furnish a more reliable and
persuasive explanation.

Figure 8: Comparison of claim-level hallucination ratios across MLLMs. We randomly select a set of
20 prompts from MHaluBench for each of the IC, VQA, and T2I. Responses for these prompts are
generated by each of the evaluated MLLMs.

Failure Analysis of UNIHD. As depicted in the lower section of Figure 7, we present two failure
modes of UNIHD. The left case illustrates an instance where, despite obtaining accurate evidence,
the MLLM persists in its initial bias, leading to a wrong decision. On the right, we see cases where
the tool produces incorrect evidence or provides no helpful information, causing the MLLM to make
erroneous judgments. These scenarios highlight areas for further research to enhance tool accuracy
and to develop MLLMs dedicated to better hallucination detection.

Text-to-Image Hallucinations vs. Image-to-Text Hallucinations: Which is Easier to Detect?
Both baselines and the GPT-4V-enhanced UNIHD show significantly improved performance in
identifying hallucinations in text-to-image content over image-to-text content. This can be traced
back to the structured nature of manually written user queries for text-to-image tasks, which yield more
uniform images. while image-to-text confronts the complexity of natural images with background
noise and content generated by MLLMs, characterized by greater diversity and fewer constraints.
Consequently, it is intuitively easier to detect discrepancies between text and corresponding images
in text-to-image tasks.

Explore UNIHD to Evaluate Hallucination of Modern MLLMs. We designate UNIHD powered
by GPT-4V as the goledn detector to assess the frequency of hallucinations in MLLMs, including
GPT-4V, and Gemini, among others. The findings illustrated in Figure 8 indicate that (1) GPT-
4V exhibits the lowest claim-level hallucination ratio across most tested conditions, and (2) the
hallucination-based ranking of these MLLMs is generally in agreement with established leaderboards,
demonstrating the potential of UNIHD for evaluating hallucinations.

13


	Introduction
	UniHD: Unified Hallucination Detection Framework for MLLMs
	Essential Claim Extraction
	Autonomous Tool Selection for Claim
	Parallel Tool Execution
	Hallucination Verification with Rationales 

	Experiment
	Evaluation Results

	Conclusion
	Preliminaries
	Construction of MHaluBench 
	Hallucinatory Example Collection
	Fine-grained Human Annotation

	Related Work
	Hallucinations in MLLM
	Harnessing Tool Resources for LLMs

	Experiment
	Experimental Settings
	Experimental Analysis


