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ABSTRACT

Large language models (LLMs) have been the focal point of enormous develop-
ment in artificial intelligence over the past half decade, recently achieving hu-
man level performance on mathematics and programming benchmarks. In-spite
of this, performance improvements on chemical tasks have emerged at a some-
what slower pace. In this work we investigate the capabilities of large language
models (LLMs) in chemical search to address two central problems in AI-driven
synthesis: retrosynthetic planning and mechanism elucidation. In our approach,
the search environment builds options and the LLM serves as a guidance func-
tion to evaluate the validity and potential of a partially constructed solution. This
is advantageous as LLMs can digest arbitrary inputs and optimize for arbitrary
requirements. In this work, we show that LLMs can analyze and reason about
chemical entities like molecules and reactions. We then leverage these capabil-
ities in the context of two central problems in organic chemistry: retrosynthetic
planning and mechanistic elucidation. Our results show that LLMs can accurately
reason about chemical entities in both local and global terms, analyzing single re-
actions but also whole synthetic routes, and that such capabilities can be exploited
through search algorithms for solving chemical problems in more flexible terms.

1 INTRODUCTION

Remarkable improvements in Large Language Models (LLMs) and their applications have been
achieved in recent years across several domains. Applications in the natural sciences have emerged
as an important research topic, as shown by the recent surge in benchmarks for scientific tasks (Phan
et al., 2025; Mirza et al., 2024; Ruan et al., 2024; Guo et al., 2023), along with LLM-powered meth-
ods to tackle them (Dubey et al., 2024; Guo et al., 2025; OpenAI, 2023). In chemistry and materials
science, applications span established challenges, like retrosynthetic planning (Guo et al., 2023),
molecule and materials design (Grandi et al., 2025), and data extraction from the literature, as well
as novel reformulations of existing problems, including literature question-answering (Q&A) (Lála
et al., 2023), research lab assistants (Schmidgall et al., 2025), and autonomous systems (Boiko et al.,
2023; M. Bran et al., 2024). Parallel to this, novel chemistry-specific benchmarks have emerged to
assess LLMs’ chemical knowledge through multiple choice questionnaires (Alampara et al., 2024).

Evidence demonstrates that current LLMs can display diverse types of chemical reasoning (Mirza
et al., 2024). Furthermore, LLMs’ reasoning patterns reflect more similarities to the way humans
tackle problems in chemistry than traditional software (such as quantum mechanical calculations or
other machine learning models); they can make reasonable assumptions, describe qualitative details
of chemical entities, propose and develop ideas, among others (Guo et al., 2025). While ML models
excel at predicting specific property values for novel compounds, human chemists —and similarly,
LLMs— are better suited for analyzing reactions and synthetic strategies, proposing mechanisms,
explaining modes of action, and reasoning about chemical trends, among others.

In that sense, it has been proposed that the greatest potential for LLMs in science lies in their ability
to generate plausible hypotheses that can be tested, contrasted, applied and used to advance scientific
understanding (Kumbhar et al., 2025; Cohrs et al., 2024; Zimmermann et al.). Some progress has
been made recently in claim verification (Skarlinski et al., 2024; Trinh et al., 2024), contextual
understanding of scientific literature (Lála et al., 2023), among others. However, a key limitation
of these models is in the types of output they can produce. Sequences of text tokens can hardly
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be translated into useful chemical objects such as molecules or mechanistic hypotheses. This is
particularly evident in their poor performance at directly generating SMILES strings (Jang et al.,
2024; Walters; Edwards et al., 2022; Christofidellis et al., 2023) making it impractical to use their
raw outputs for tasks like synthetic planning or mechanism prediction in any meaningful way.

Building on these insights, we take a step back to find how hypotheses and explanations are typically
ideated, articulated, and used to advance chemical understanding, along with the types of objects
that are created for this goal. We propose a general methodology for decoding LLM’s chemical
knowledge into such objects, by leveraging search algorithms with language-driven heuristics. We
demonstrate our approach in two critical application cases in organic chemistry, namely prompt-
guided retrosynthetic planning, and mechanistic determination of organic reactions. Our results
show that LLMs can effectively guide search processes and select optimal solutions from candidate
lists based on query relevance. Furthermore, we provide insights into how both pretraining scaling
(Kaplan et al., 2020) and test-time inference scaling (Snell et al., 2024; Guo et al., 2025) affect the
quality and reliability of these results, establishing important practical considerations for deploying
and improving such systems.
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Figure 1: a LLMs are good at analyzing chemical entities like molecules and reactions. b These
capabilities enable LLM-guided search, where models evaluate potential paths to prioritise node
expansion. c Application to query-guided retrosynthesis planning aims to find a synthetic route
for a target, and the query specifies describes properties of the desired route. LLM Scores reflect
alignment of current solution with the query (0 to 10). d Application to mechanism determination,
where LLMs guide the search for plausible mechanisms given reactants and products. The query
can consist of specifications of conditions, results from experiments, or any other relevant context.
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2 RELATED WORK

Search in chemistry Many important problems in chemistry are inherently search problems or can
be formalised as such. Retrosynthetic planning is a canonical example, where the goal is to recur-
sively disconnect a molecule into increasingly less complex precursors until commercially available
materials are reached. Currently, the best methods construct libraries of known transformations
—defining an action space— and then apply algorithms like MCTS (Browne et al., 2012; Segler
& Waller, 2017) and A* (Hart et al., 1968; Chen et al., 2020), with policies and heuristic func-
tions either carefully designed (Corey & Wipke, 1969; Corey et al., 1985; Grzybowski et al., 2023)
or learned (Chen et al., 2020). While these systems have shown promising results (Genheden &
Bjerrum, 2022; Torren-Peraire et al., 2024; Maziarz et al., 2023), they often struggle with novel
reactions outside their training data and lack the chemical intuition that human experts use to pri-
oritise promising synthetic routes (Schwaller et al., 2019; Fortunato et al., 2020). While most work
in retrosynthetic planning focuses on the general case, potentially more impactful is the case of
goal-oriented synthetic planning. This sets out to develop a synthesis pathway which algins to a
pre-defined goal. For example, an expert chemist might choose to prioritise routes that leverage
stocks of available starting materials (Armstrong et al., 2024; Yu et al., 2024), enforce late-stage
ring construction, schedule the introduction of reactive groups only in the final steps, or ensure that
hard-to-synthesise stereo centers and bonds are introduced via readily available precursors. Some of
these principles are well established (Corey, 1967), however only recently techniques have been pro-
posed to enable starting material and bond preservation or disconnection constraints (Thakkar et al.,
2023; Westerlund et al., 2024; Yu et al., 2022; 2024; Armstrong et al., 2024). While displaying
promising results, these methods still rely on the development of specalised systems for each new
constraint, with an arbitrary goal-oriented synthesis tool remaining unexplored in the literature.

Another important problem suitable to search is the proposal of plausible reaction mechanisms.
Here, the goal is to identify a sequence of elementary steps that explain the formation of products
from reactants (Kayala & Baldi, 2012; Fooshee et al., 2018; Bradshaw et al., 2018). The importance
of mechanisms is central to the understanding of chemical reactions (Cheng et al., 2015; Fey & Ly-
nam, 2022), and typically multiple possible mechanisms can be conjectured for the same reaction
(Stasiuk et al., 1956). Selection among these possibilities is traditionally conducted through exper-
imental studies (Stasiuk et al., 1956) and supported by computational analyses (Yang et al., 2019;
Glancy et al., 2020). Generating such mechanistic conjectures typically requires either brute-force
search (Zimmerman, 2013; Zhao & Savoie, 2021), computationally-guided search (Bradshaw et al.,
2018; Kayala & Baldi, 2012; Fooshee et al., 2018), or extensive human guidance (Herges, 1994).
However these approaches struggle to scale for large systems or long reaction pathways.

LLMs in chemistry Applications of LLMs in chemistry range from traditional challenges like
synthesis planning, reaction prediction, and condition recommendation, to property prediction and
data extraction (Guo et al., 2023; Chen et al., 2023; Qian et al., 2023; Schilling-Wilhelmi et al.,
2024). More novel applications include autonomous agents in robotic laboratories (Boiko et al.,
2023; M. Bran et al., 2024) and research assistants (Darvish et al., 2024; Zheng et al., 2023). While
these models demonstrate outstanding reasoning capabilities and chemical understanding, they face
significant limitations in generating valid chemical representations, particularly SMILES strings,
though they have shown promising performance in generating molecules and materials directly in
cartesian space (Guo et al., 2023; Flam-Shepherd & Aspuru-Guzik, 2023).

LLMs and search Recent work has explored the synergistic combination of LLMs and search
algorithms. (Schultz et al., 2024) distinguish between external and internal search with LLMs.
Internal search refers to the LLM’s own process of elaborating a reasoning path toward a solution, an
approach exploited with techniques like chain-of-thought (Wei et al., 2022; Yao et al., 2022; Renze
& Guven, 2024), and more recently baked into models with reinforcement learning techniques (Guo
et al., 2025). External search, in contrast, integrates LLMs into traditional search algorithms, where
they can serve as action generators(Ahn et al., 2022).

This integration has proven particularly effective across domains. In mathematics, LLMs have en-
hanced proof search by proposing auxiliary elements (Trinh et al., 2024). In chemistry, they have
been successfully combined with Genetic Algorithms as mutation and crossover operators for molec-
ular optimization (Wang et al., 2024), and integrated into Bayesian Optimization frameworks for op-
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timizing both reactions and molecular properties (Ranković & Schwaller, 2023; Nguyen & Grover,
2024; Ye et al., 2025). These applications demonstrate how LLMs can provide sophisticated guid-
ance while allowing traditional search algorithms to handle the structured exploration of solution
spaces.

3 RESULTS

In this work we explore the synergy between search algorithms and LLMs to tackle two key prob-
lems in chemistry: goal-oriented retrosynthetic planning, and mechanistic determination for organic
reactions. The first is a novel task where, in contrast to traditional works that focus on open-ended
search of retrosynthetic paths, the input is a target molecule together with a natural language de-
scription of the desired disconnection approach, we refer to this task as prompt-guided retrosyn-
thetic planning. This may include details about the desired types of transformations, assessments of
feasibility, desired bond disconnections and synthetic stage at which reactions may occur, or more
global descriptions of synthetic strategies, conditions, among others.

The second task is the generation of plausible mechanistic explanations of chemical reactions. This
task is of crucial importance for chemists both in a practical and epistemological sense, as these are
central for the mechanistic understanding of chemical reactions (Anslyn, 2006; Carey & Sundberg,
2007), which allows to infer parameters to optimise in chemical transformations. More fundamen-
tally, mechanisms are used to derive hypotheses that might lead to the discovery of novel chemical
transformations, a process that has resulted in several Nobel prize-winning discoveries (Woodward
& Doering, 1945).

3.1 PROMPT-GUIDED RETROSYNTHETIC PLANNING

Recognizing LLM’s capabilities for reaction analysis, we propose the use of LLMs as general scor-
ers for guiding the search for synthetic routes with specific properties, as specified by an input
query. For our experiments, we designed a benchmark where each task consists of pairs (SMILES,
prompt), where the SMILES defines the synthetic target, and the prompt specifies desired properties
of the solutions. Each of these tasks is accompanied by a rule-based scoring script, each specifically
designed to rank synthetic routes according to the specific prompt; see Appendix A.1 for details.

The benchmark can be used in several ways: for reranking a set of pre-computed routes based on
alignment with the query, or by directly performing search, then automatically scoring the resulting
routes.

Route reranking For this variant of the problem, each task consists of a diverse set of precom-
puted routes, and the goal is to score each route based on their alignment with the task-specified
query. As defined in the benchmark (see Appendix A.1.3), each task is accompanied by an eval-
uation script that automatically assigns an alignment score to each route. Performance of a given
system is thus assessed as the correlation between these scores, and the scores generated by the
evaluated system.

In this work, an instance of an LLM is prompted with the query along with a linearised version of
the synthetic tree, which represents the full synthetic tree in a text format; see Appendix A.1.2. The
LLM is prompted to analyse the inputs, and give a score between 0 and 10 that assesses the alignment
of the given route with the query. The results in Figure 2.b show a clear advantage of Claude-3.5-
Sonnet and DeepSeek-R1 over all the other tested LLMs, followed by DeepSeek-V3 and GPT-
4o which also show good performances in some of the tasks. Smaller models, like GPT-4o-mini,
show performances undistinguishable from random, indicating flaws in their chemical reasoning
capabilities and knowledge, which links directly to their understanding of reaction SMILES and the
query, as well as their capability to manifest and use chemical knowledge in real use-cases.

This task is already useful to assess model’s knowledge and abilities to reason in chemistry, among
other things. Despite of that, for a real application it still limited in that the fulfillment of the query
relies on the assumption that a solution with the described properties already exists in a solution set,
which is true of our benchmark but does not represent the general case. We thus now switch to the
task of directly performing search that is biased towards the solutions with the particular properties
described by a query.
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a.  Routes found with LLM-driven MCTS b.  Performance in route re-ranking task
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Figure 2: a Example of a synthetic route found by the proposed methodology. The method is
evaluated on a benchmark designed as described in the Appendix A.1 in two tasks: b In route re-
ranking, models are tasked with scoring the relevance of a pre-computed synthetic route, given a
user query –a description of the desired solution. c MCTS Search, where models are used within
an MCTS environment. At each step, models are queried to assess the value of potential nodes to
expand, given a partially constructed route along with a user query.

LLM-powered search In this variant of the problem, we start from scratch with only a target and
a query as defined by the task. The goal is then to directly generate synthetic routes that align closely
with the query, while excluding other potential solutions that are less relevant. We implemented a
modification to MCTS where an LLM is instantiated and serves as a complementary value function
evaluating partially constructed routes and guiding the search toward solutions that align with the
input query. At each node expansion step, the LLM assesses potential disconnections based on their
likelihood of leading to a solution that satisfies the query constraints.

Algorithm 3.1: LLM-guided MCTS

lm← LLM(q)
while within budget do

1. Select:
s← UCB(node)

if random() < pllm then
H ← lm(children)

else
H ← 0⃗

end if
child← argmax(s+ w ·H)

2. Expand: add new nodes
3. Simulate: rollout
4. Backpropagate: update values

end while

This guided exploration allows the search to fo-
cus on promising regions of the synthetic space
that are more likely to yield routes matching
the desired characteristics. As shown in Al-
gorithm 3.1, the LLM-guided MCTS consists
of the usual MCTS with UCB scores s calcu-
lated for each node, however at each expansion,
a new value H –a heuristic value– is calculated,
which consists of the LLM that analyses the
current solution and each potential expansion
with respect to the query q. The resulting scores
s+w∗H are then used for selection, where w is
a weight parameter used for balancing the mag-
nitudes of s and H . For efficiency reasons, the
LLM is only called randomly with probability
pllm.

To evaluate the approach, we use the same tasks
from benchmark A.1 as input. The resulting
routes are then scored using each task’s scoring
script, and performance is measured as the av-
erage score of the resulting routes. A high value
indicates that the resulting algorithm produces a
set of routes that is rich in routes that align with
the query. Results in Figure 2.c show the per-
formance of several LLMs under this scenario. The results indicate that in general, the MCTS+LLM
approach yields a low number of high-quality routes, as compared to the baseline which yields or-
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ders of magnitude more routes, however not necessarily better routes. In contrast with the results in
Figure 2.b, the performance gains against the baseline are rather limited. This is potentially due to
a limited awareness of the scope or of longer-term planning of LLMs in the context of search. In
particular, LLMs excel whenever the key element in the query happens early in the search, e.g. in
”Late stage imidazole ring formation” (task E), the LLM identifies a step that aligns with the query
(i.e. the ring formation) early in the search, and from there on success in search is well determined.
In contrast, the tasks where the method fails the most are those where the query specifies require-
ments happening by the end of the search, e.g. ”Early stage imidazole ring formation” (task F).
Appropriately solving this requires specific planning skills, that allow the LLM to rate highly some
partial routes although the key request doesn’t yet happen.

3.2 SYNTHETIC ROUTE ANALYSIS

While computational systems have made significant progress in generating synthetic routes, tools
for evaluating and analyzing computationally generated synthesis pathways remain underdeveloped.
Existing tools include similarity, route cost and route clustering (Genheden et al., 2021; Badowski
et al., 2019; Genheden & Shields, 2025). However such measures typically rely on traditional rule-
based chem-informatics or graph-theoretic functions.

Building on the promising results from Section 3.1, we extended our inquiry to explore additional
features of synthetic routes that LLMs can interpret. In this effort, we compiled a set of complemen-
tary analytical use cases intended to highlight additional capabilities of LLMs in analysing entire
synthesis pathways.

Starting material based semantic similarity In this analysis, we examine how Large Language
Models (LLMs) comprehend synthetic strategy through semantic descriptions of starting materials
used in chemical synthesis. Starting materials play a crucial role in determining synthetic strategy
through providing pre-constructed structural motifs, functional groups and stereocenters to the syn-
thesis pathway. By doing this, they effectively constrain the chemical space, determining which
chemistry is feasible, and in what order. As such, an ability to parse, understand, and extract seman-
tic value from starting materials can be viewed as a necessary pre-condition for LLM’s to understand
entire synthetic routes. By focusing on how LLMs process these basic chemical building blocks, we
can better assess their capacity to comprehend more complex aspects of chemical synthesis.

We split this work into two studies based on comparing rule-based with the outputs from LLM’s.
Firstly, we ask the LLM to describe the synthetic route with relation to its starting materials. This
description is embedded using OpenAI embedding models and a pairwise similarity matrix is con-
structed. We then extract the ground truth starting material SMILES from the relevant routes and
construct an equivalent pairwise matrix using the size of the set intersection as a similarity mea-
sure. We find reasonable correlation between the two matrices, and display the plots with addition
clustering on the embedding space in Figure A.6.

Seeking to obtain more detailed insight into LLM’s understanding of starting materials we con-
structed a more powerful task. We construct an experimental setting where an LLM is tasked to
extract all functional groups from the starting materials in a synthetic pathway. By doing so we di-
rectly assess whether LLMs grasp the chemical constraints that dictate the available reaction space
and order of transformations. We use an in-house rule based system for functional group extrac-
tion to determine the ground truth set and measure ( treating a functional group as a token ) the
LLM’s error using the Jaccard co-efficient. Claude-3.5-sonnet shows higher overall alignment with
the rule-based ground truth, while GPT-4o-mini generates more functional groups but suffers lower
precision. Both LLM’s show significant variance in their output. Minor formatting and naming
differences between the rule-based and LLM outputs obscure direct comparisons, likely understat-
ing the true accuracy of the LLMs. We leave an anecdote that LLMs manage to correctly extract
additional ring-system functional groups which are not currently tagged by our rule-based approach.

Case Study - Protecting Group Analysis Based on the previously established hypothesis that
LLMs can effectively recognise and interpret the functional groups present in a synthetic route, we
demonstrate this capability through qualitative, practical examples. A key characteristic of synthetic
routes is the strategic use of protecting groups, which temporarily mask reactive functional groups
to allow selective transformations. This enables chemists to perform selective transformations on
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other parts of the molecule, with the protecting group removed afterward. This strategy, sometimes
known as tactical combinations, allows the temporary complexity increase of protection to enable
transformations that substantially advance the molecular structure. Correct understanding of protect-
ing groups remains a major weakness of existing synthesis tools. These tools often propose either
non-selective reactions that require protection, or conversely, include redundant protecting groups
that add unnecessary steps.

We probe LLM understanding of this concept through a test using our benchmark set of synthetic
routes. To assess the LLM’s capabilities, we conduct two complementary experiments; firstly we
investigate false positive detection by having LLMs identify routes where the base retrosynthesis
tool has unnecessarily proposed protected groups and secondly, we investigate the inverse, flagging
routes which require protecting groups but do not have them. Figures detailing this are given in
A.2.1. In the false positive case, Claude-3.5-Sonnet correctly identifies an unnecessarily protected
ethyl ester carboxylic acid in one of the starting materials which is then carried through and removed
in the final step of the synthesis. The LLM demonstrates accurate reasoning in two key instances:
First, it recognises that the initial amide bond formation does not require protection, given the sub-
stantially higher nucleophilicity of amines compared to carboxylic acids (Gromek et al., 2016). Sec-
ond, it correctly determines that the penultimate step, involving phosgene-driven amide bond ring
synthesis, does not require protection of free carboxylic acids due to both kinetic and entropic ad-
vantages inherent in five-membered ring formation (English et al., 1945; Clark & Pessolano, 1958).
On the inverse task, the LLM tags a reactive hydroxyl group as potentially reacting intramolecularly
in a polymerisation reaction with a bromide group elsewhere on the molecule, suggesting one of the
two common hydroxyl protecting groups; TBS (tert-butyldimethylsilyl) or MOM (methoxymethyl).

Taken together, these case studies underscore how LLMs demonstrate a growing proficiency in un-
derstanding more complex aspects of chemical synthesis Their capacity to flag both unnecessary
additions and omissions suggests promising avenues for refining the outputs of synthesis planning
tools. This analytical momentum naturally leads us to the next challenge—mechanistic determina-
tion—where we harness similar LLM-guided strategies to explore and predict the elementary steps
underlying chemical transformations.

3.3 MECHANISTIC DETERMINATION

Ionization & Attack moves combine into interpretable mechanisms

Task #9 - Hemiacetalization of formaldehyde

Task #2 - Conversion of carboxylic acid to acyl chloride

Task #7 - Selective nucleophilic attack

Task #12 - Molozonide to ozonide

Mechanism elementary steps

+

Comparison with GPT 4o-mini

Claude 3.5 Sonnet's performance across several mechanisms Example of tasks

Figure 3: Results overview for mechanism search in a ionization/attack framework using LLMs as
policy, and beam search as the search algorithm.

In chemistry, a reaction mechanism is a specification of why and how a given chemical change
occurs, by means of a set of elementary steps (Clayden et al., 2012). The power of mechanisms
in chemistry lies not only in its explanatory power of a single reaction instance, but also in that
the reach of an explanation may extend further than only that reaction; potentially explaining more
observed reactions, but also even predicting potential unknown transformations.

We follow a similar approach as for the task of synthetic planning - first evaluate the LLM’s per-
formance in a reranking or scoring task, and then switch to study its use in a search environment.
We state the problem of finding a mechanism as a search problem with a limited set of predefined
elementary steps, see Appendix A.3.1. A suitable search algorithm is then used to explore the space
of possible mechanisms, while guided by the LLM to steer search towards solutions that make the
most sense chemically.
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Single-step scoring At search time, an LLM will be used to rank a list of possible next steps, given
a partially constructed solution. The paths to explore and expand will be decided within a suitable
search algorithm with the LLM serving to steer, as shown in Figure 1.

To assess the LLM’s ability to select possible paths, a benchmark was designed that consists of a
sample of N reactions, each with a mechanism approximated to use the single steps from Appendix
A.3.1. Additionally, at each step in the mechanism (state), a set of 5 other intermediates reachable
in 1 elementary step (but wrong ones) are generated. The task then consists of scoring each of the 6
possibilities, given the current state and each of the possible moves, and performance is measured as
the difference between the LLM-given scores for the ground truth move and for the wrong moves,
see Figure 3

This benchmark was used to ablate and compare multiple variations of LLM and prompting tech-
niques, among others, and the results are shown in Figure 3

4 CONCLUSION

In this work we have demonstrated that large language models, when integrated with traditional
search algorithms, offer a compelling new approach to tackling complex chemical problems such
as prompt-guided retrosynthetic planning and mechanistic determination. By leveraging LLMs as
evaluative agents within search frameworks—whether through re-ranking synthetic routes or guid-
ing Monte Carlo Tree Search exploration—we have shown that these models can effectively translate
abstract, language-based queries into actionable, chemistry-specific insights. In our studies, LLM-
guided search consistently led to the identification of synthetic routes and reaction mechanisms that
align closely with predefined query constraints, highlighting the models’ capacity for chemical rea-
soning and strategic decision-making that mirrors expert intuition.

Overall, this work establishes a solid foundation for the integration of LLMs into chemical search
tasks and underscores their potential to augment traditional cheminformatics methods. Future efforts
will focus on further refining these techniques—through improved model scaling, task-specific fine-
tuning, and enhanced prompt design—to unlock greater flexibility in synthetic planning.

In this work we demonstrate potential tasks in chemical synthesis which can be understood and
partially addressed using large language models.
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Seidl, and Marwin Segler. Re-evaluating retrosynthesis algorithms with syntheseus. arXiv
preprint arXiv:2310.19796, 2023.

Adrian Mirza, Nawaf Alampara, Sreekanth Kunchapu, Martiño Rı́os-Garcı́a, Benedict Emoek-
abu, Aswanth Krishnan, Tanya Gupta, Mara Schilling-Wilhelmi, Macjonathan Okereke,
Anagha Aneesh, et al. Are large language models superhuman chemists? arXiv preprint
arXiv:2404.01475, 2024.

Tung Nguyen and Aditya Grover. Lico: Large language models for in-context molecular optimiza-
tion. arXiv preprint arXiv:2406.18851, 2024.

OpenAI. Gpt-4 technical report. Preprint at https://arxiv.org/abs/2303.08774, 2023.

Long Phan, Alice Gatti, Ziwen Han, Nathaniel Li, Josephina Hu, Hugh Zhang, Sean Shi,
Michael Choi, Anish Agrawal, Arnav Chopra, et al. Humanity’s last exam. arXiv preprint
arXiv:2501.14249, 2025.

Chen Qian, Huayi Tang, Zhirui Yang, Hong Liang, and Yong Liu. Can large language models
empower molecular property prediction? arXiv preprint arXiv:2307.07443, 2023.
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A APPENDIX

A.1 LANGUAGE-STEERED SYNTHESIS BENCHMARK

For our study’s benchmark, we curated a dataset of four therapeutic molecules used in medicinal
chemistry(Kerrigan et al., 2024; Sabat et al., 2024; Hirai et al., 2009; Zhu et al., 2024). We then
augmented these molecules with strategically designed queries for the LLM. Unlike standard single-
step templates often used in retrosynthetic planning, these queries combine multiple transformations
into a single request and incorporate logic that can be cumbersome to encode directly.

More specifically, the queries address multiple ring-breaking transformations, avoid certain trans-
formations by restricting starting materials to commercially available compounds, and consider the
depth at which these transformations appear in the retrosynthetic search tree. It is important to
note that our ring naming is not strictly aligned with IUPAC conventions; rather, it mirrors the way
chemists informally discuss synthetic routes and highlight key substructures in natural language.

Break piperidine and 
oxoisoindolinone rings 

in the synthesis. 
Get the piperidine-2,6-dione from 
commercially available materials.

Molecular Glue Degrader
by Novartis

b) Posterior Route Reranking Examples
 

a) Benchmark molecules with associated queries
 

A Potent αvβ1 Integrin Antifibrotic 
by Takeda

Wee1 kinase inhibitor
by Merck

Transcriptional Activator of p53
by Stanford and Uni Bonn

Early imidazole ring formation.

Late imidazole ring formation.

No ring formation reaction.
Break pyrimidine in the early stage 

but get all other rings from 
commercially available materials.

Don't break any ring but get all rings 
from commercial materials.

Identify the disconnection strategy 
that will cut the molecule in two 

intermediates. The disconnection 
should be made between diazepine 
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Figure A.1: a) Benchmark molecules and associated queries used for retrosynthetic reranking and
search; b) Example of proposed synthetic route where LLM has correctly analysed two key query
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14



756
757
758
759
760
761
762
763
764
765
766
767
768
769
770
771
772
773
774
775
776
777
778
779
780
781
782
783
784
785
786
787
788
789
790
791
792
793
794
795
796
797
798
799
800
801
802
803
804
805
806
807
808
809

Under review as a conference paper at ICLR 2025

A.1.1 PRECOMPUTED ROUTES FOR SYNTHESIS BENCHMARK

For the 4 targets shown in Appendix A.1, a set of routes was generated using an internally modified
AiZynthFinder (Genheden et al., 2020) with internally trained policies and over 500 iterations, and
maximum of 20 expansions per node. The resulting routes were then selected to adequately represent
the multiple cases tested with the queries, so that each query is represented in the dataset with a
representative percentage of the routes.

Type SMILES Value
RingBreakDepth CC1=CC=C(Cl)C(C(N[C@H](C(O)=O)CNC(CN2C(C=C(F)C(C)=N3) 58

=C3NC2=O)=O)=O)=C1F
RingBreakDepth CN1CCN(C2=CC=C(N(C3=NC(N(C4=CC=CC(C(C)(C)O)=N4) 39

N(CC=C)C5=O)=C5C=N3)[H])C=C2)CC1
MultiRxnCond CCN1[C@@H](COC2=CC(C(N(C3C(NC(CC3)=O)=O)C4)=O) 60

=C4C=C2)CCCC1
MultiRxnCond CN1CCN(C2=CC=C(N(C3=NC(N(C4=CC=CC(C(C)(C)O)=N4) 39

N(CC=C)C5=O)=C5C=N3)[H])C=C2)CC1
SpecificBondBreak CP(C1=CC=C(NCC#CC2=CC(C(NC3CCN(CC(N4CCC(CN5CCN 51-53

(C(C[C@@H]6N=C(C7=CC=C(Cl)C=C7)C(C(C)=C(C)S8)=C8N9C6=
NN=C9C)=O)CC5)CC4)=O)CC3)=CC=C%10)=C%10N2CC(F)(F)F)C=C1)(C)=O

Table A.1: Molecular Data Summary
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A.1.2 PROMPT FORMAT

Figure A.2: a) Example of a synthetic route in Synthegy UI.
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Retrosynthetic Analysis Query

You are an experienced organic chemist tasked with assessing the relevance or similarity of
a proposed synthetic route to a given query. You will analyze the reactions carefully, explain
the key points of each reaction in relation to the query, and then assess the relevance of the
proposed plan for the given query.
The query provides a desired synthetic pathway towards a target molecule:

<query>
Break piperidine-2,6-dione and oxoisoindolinone rings [...]
</query>

Next, you will be given a sequence of proposed reactions, starting from the target molecule
and going backwards through each of the intermediate reactions in a retrosynthetic way.
Note:

• ”Early” in the synthesis means further from the target molecule, as the reactions
further back in the sequence are closer to the starting materials.

• ”Late” and ”late-stage” means closer to the target molecule.
• ”Break” indicates a retrosynthetic step, where a molecule is broken down into sim-

pler components. In the forward direction, this would mean ”Form”. For example,
”Break C-C bond” would be equivalent to ”Form C-C bond” in the forward direc-
tion.

Each reaction is numbered and has a depth value indicating its position in the retrosynthetic
tree:
Analyze each reaction in the proposed sequence, starting from the last one (closest to the
product) and moving backwards. For each reaction:

• Identify the key functional groups and structural changes involved.
• Evaluate how well the reaction aligns with the query’s requirements.

Write your analysis for each reaction in separate <analysis> tags. Be sure to reference
specific aspects of the query when discussing relevance.

Reaction #1. Depth: 0
[CH3:1][CH2:2][N:3]1[CH2:4][CH2:5][CH2:6][CH2:7]...
.
.
Reaction #5. Depth: 4
[CH3:1][CH2:2][N:3]1[CH2:4][CH2:5][CH2:6][CH2:7]...

After analyzing all reactions, assess the overall relevance of the proposed synthetic route to
the query. Consider:

• How well does the overall sequence align with the query’s goals?
• Are there any major discrepancies or missing steps?

Provide a detailed justification for your assessment, drawing on your analysis of individual
reactions and your expertise as an organic chemist.
Finally, assign a relevance score from 0 to 10, where 10 indicates the highest relevance to
the query. Present your score in the following format:

<score>[integer from 0 to 10]</score>

Final Notes:
• The reactions shown are theoretical and have not been tested in a laboratory. They

represent desired transformations but may not necessarily reflect what would actu-
ally occur in a flask.

• Your expertise is crucial in assessing the relevance of these proposed reactions.
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A.1.3 RULE-BASED ROUTE SCORING

Given a synthetic route and a query, we need to provide a score that indicates how aligned the route
is with the requirements in the query. For computing this, we classified queries into 3 types: single
ring-breaking, single bond breaking specification, and multi-reaction specification.

The scoring then happens generally by traversing the synthetic tree and checking whether any reac-
tions match a specified pattern depending on the type of query. As all the queries in our benchmark
have a temporal aspect to them (early, late, key step, see Appendix A.1), the position at which the
query matches, if any, is also recorded, and a score is calculated with these data. Thus every query
requires the definition of 2 things: the matching condition, and the scoring function. Here we show
the definitions for all 3 types of queries:

Snippet 1 Implementation of the RingBreakDepth scoring class for evaluating ring-breaking reac-
tions at specific depths in synthetic routes.

1 class RingBreakDepth(BaseScoring):
2 def route_scoring(self, x) -> float:

3 """x: depth at which condition is met in route / length of route."""

4 if self.condition_type == "bool":

5 if self.target_depth == -1: # Positive if condition not met

6 return 1 if x < 0 else 0

7 else:
8 if x < 0:

9 return 0

10 return abs(x - self.target_depth)

11

12 def hit_condition(self, d):

13 """We're looking specifically for ringbreaking(forming) reactions."""

14 return d.get("metadata", {}).get("policy_name") == "ringbreaker"
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Snippet 2 Implementation of the SpecificBondBreak scoring class for evaluating bond breaking
specifications in synthetic routes.

1 class SpecificBondBreak(BaseScoring):
2 def __init__(self, config):

3 """Bond to break is specified in benchmark file"""

4 self.atom_1 = config["bond_to_break"]["atom_1"]

5 self.atom_2 = config["bond_to_break"]["atom_2"]

6

7 def route_scoring(self, x):

8 """Disconnection happens (!=-1), + should happen late-stage roughly."""

9 if x < 0:

10 return 0 # Worst case - disconnection doesn't happen

11 else:
12 return (1 - x) # Disconnection happens late-stage. The smaller x, the better.

13

14 def hit_condition(self, d):

15 """Determine if the bond between A1 and A2 is broken in current reaction."""

16 rxn = d["metadata"]["mapped_reaction_smiles"].split(">>")

17 prod = Chem.MolFromSmiles(rxn[0])

18 reacts = [Chem.MolFromSmiles(r) for r in rxn[1].split(".")]

19

20 if (self.atom_1 in [a.GetAtomMapNum() for a in prod.GetAtoms()]) and \

21 (self.atom_2 in [a.GetAtomMapNum() for a in prod.GetAtoms()]):

22 for r in reacts:

23 if (self.atom_1 in [a.GetAtomMapNum() for a in r.GetAtoms()]) ˆ \

24 (self.atom_2 in [a.GetAtomMapNum() for a in r.GetAtoms()]):

25 return True
26 return False
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Snippet 3 Implementation of the MultiRxnCond class for evaluating multiple reaction conditions
involving various heterocyclic structures. The class MultiRxnCondBase is simply an extension of
the BaseScoring class, to detect multiple conditions across different children in a synthetic tree.

1 class MultiRxnCond(MultiRxnCondBase):
2 def __init__(self, config):

3 self.allow_piridine = config.get("allow_piridine") or False
4 self.allow_piperazine = config.get("allow_piperazine") or False
5 ...

6

7 def condition_depth(self, d) -> Tuple[bool, int]:

8 """Extract all the reactions from tree, and find if condition is met."""

9 piridine = any(

10 self.detect_specific_break(r, "c1ccncc1") for r in reactions

11 )

12 piperazine = any(

13 self.detect_specific_break(r, "C1CNCCN1") for r in reactions

14 )

15

16 condition = (

17 piridine == self.allow_piridine

18 and piperazine == self.allow_piperazine

19 and ...

20 )

21 return condition, len(reactions)
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A.2 LLM ANALYTICAL CAPABILITIES IN ORGANIC SYNTHESIS ROUTES

A.2.1 PROTECTING GROUP ANALYSIS

Here we show the routes discussed in 3.2.
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Figure A.3: Example route where the LLM correctly reasons that the highlighted ethyl ester pro-
tecting groups is superfluous to the route. We highlight the following papers for examples of similar
chemistry working without carboxylic acid protection (English et al., 1945; Clark & Pessolano,
1958; Gromek et al., 2016)
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Figure A.4: Example route where the LLM correctly identifies the need for a protecting group on
the highlighed hydroxyl functional group. Being a nucleophile the hydroxyl group could cause
a competing intermolecular polymerisation reaction with the bromide group in the second step.
Claude-3.5-sonnet generated description : ”The phenol group should be protected before the bromi-
nation step to prevent side reactions and ensure selective bromination at the benzylic position. A
suitable protecting group such as TBS (tert-butyldimethylsilyl) or MOM (methoxymethyl) would
be recommended to mask the phenol during the bromination step and could be removed after the
transformation is complete.”

A.2.2 FUNCTIONAL GROUP EXTRACTION

Aiming to evaluate the understanding modern LLM’s have about functional groups within specific
molecules ( starting materials ) of a synthetic route we first use an in-house rule-based tool to extract
a ground truth set of FG’s from the starting materials of each route. This tool uses a list of 188
functional group SMARTS and performs substructure matching via RDKit to parse the functional
from a given molecule. We then pass a linearised synthetic pathway to the LLM and ask it to provide
a list of functional groups present in the starting materials. To ensure proper formatting, we include
the names of the 188 starting materials in the prompt. We post-process the outputs by setting to lower
case, sorting the words in a functional group phrase ( chloride acyl is converted to acyl chloride )
and measure Jaccard overlap between the LLM generated FG’s. The Maximum, Minium and 25th
to 75th percentiles are plotted in A.2.2. Claude-3.5-sonnet performs better on average. Below we
provide example descriptions for the first route.

• Rule based : alkyl cl halide prim, alcohol tertiary, amine primary, any aryl bromide, ether,
amine secondary, amine tertiary, silylchloride.

• Claude-3.5-sonnet : amine primary, amine secondary, aryl chloride, aryl bromide, alkyl
halide, alcohol, ether, ester, chloride phosphoryl, chloride silyl, heterocycle, amide, lactam.
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• GPT-4o-mini : alkyne terminal, amine secondary, amine tertiary, amide secondary, acyl
halide, enolizable ketone, chlorine, phosphorylchloride px4, silicon, alcohol, ester noneno-
lizable, aldehyde enolizable, nitrile nonenolizable, thiophenol, nh sulfonamide, alcohol al-
lyl terminal, alcohol allyl any, acyclic amide weinreb, amide cyclic weinreb, ewg ketimine,
isocyanate, thioether, thioamide, aldehyde general thioacetal, general ketone thioacetal,
hemiacetal, amide ether hemiaminal, thiourea, sulfonylchloride, and more.

We note that while gpt-4o-mini actually yields substantially higher recall at the expense of precision,
as it tends to generate a far larger number of functional groups than those actually present in the
starting materials. While formatting differences between the rule-based and LLM systems persist,
we ignore them for this analysis as it likely understates the knowledge LLM’s have about functional
groups.
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Figure A.5: Jaccard overlap between LLM and rule based extraction of functional groups from the
starting materials of a synthetic route.

A.2.3 STARTING MATERIAL LATENT SPACE CLUSTERING

Here we show pairwise similarity matrices comparing LLM description latent spaces and starting
material set overlap. The LLM latent spaces were generated by having Claude-3.5-sonnet describe
the starting materials in each route, with descriptions embedded using text-embedding-3-small.
Starting material set overlap was computed by extracting all leaf nodes from each synthesis pathway
and converting them into sets. Each row-column pair in the matrix represents a pairwise comparison
using the same metric. Correlation between LLM descriptions and set overlap was calculated at the
matrix level.
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a | Correlation 0.506 b | Correlation 0.418 c | Correlation 0.467 d | Correlation 0.265
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Figure A.6: Similarity matrices for the embeddings of LLM generated descriptions of starting ma-
terials and ground truth starting material set overlap.
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A.3 MECHANISM PROPOSAL

A.3.1 ELEMENTARY MECHANISTIC STEPS

For the sake of completeness, but also of tractability, the mechanisms have been broken down
into their elementary components. The possible actions at each state (corresponding to a set of
molecules) consist of two fundamental types: ionization moves, in which any bond of the set of
molecules decrease in bond order by one and ionise on any of its terminal atoms, and attack moves,
in which any atom with a lone pair can attack any atom with an empty orbital, therefore increasing
the bond order by one. Even though this set of moves is minimalistic, it has proven to be quite prac-
tical as a systematic way to enumerate and also to translate the majority of non-radical chemistry.
However, a limit has been found regarding concerted moves. Even though such cases can often be
inferred from the order and places in which following transitions happen, cases like SN1 vs. SN2
explicitly require one to know if the electron moves are concerted or not.

A.3.2 BENCHMARK
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Figure A.7: All tasks given to for mechanism elucidation
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