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Abstract

Conversational semantic parsing is a challenging task that aims to automatically translate user utterances into logic forms (e.g., SQL queries) in multi-turn interactions. Most existing conversational semantic parsing models handle this task by assuming the user utterances are well-formed and answerable. Although these models have achieved prompting results on the Text2SQL task, few methods consider the answerability detection problem, causing the conversational semantic parser not able to deal with the practical scenario. To fill this gap, we propose to jointly learn the conversational semantic parsing and the answerability detection task on top of the pretrained sequence to sequence model. In this way, the model would be able to detect the answerability of the user utterance, respond with the translated SQL query for the answerable questions, and generate clarification answers for the unanswerable and ambiguous questions. Experimental results show that our joint learning framework performs satisfactorily for the answerability detection task, and results in performance improvements in terms of the generated SQL quality.

1 Introduction

Semantic parsing aims to translate natural language questions into machine-readable logical forms, such as SQL. Most previous text-to-SQL works (Rubin and Berant, 2021; Cao et al., 2021; Lin et al., 2020a,b; Wang et al., 2020a) focus on single-turn interaction between user and machine, where an individual utterance is translated into executable SQL query by the semantic parsing model. However, in practice users tend to explore the database in multi-turn interactions as shown in Table 1. To this end, Yu et al. propose the SparC (Yu et al., 2019b) and CoSQL (Yu et al., 2019a) dataset for conversational text-to-SQL towards cross-domain natural language interfaces to databases. Compared to traditional semantic parsing, conversational semantic parsing is more challenging because it requires contextual understanding of user utterances. Recent works (Yu et al., 2019a, 2020b; Hui et al., 2021; Wang et al., 2020b; Cai and Wan, 2020) in conversational semantic parsing focus on utilizing pretrained models to exploit the context information to improve the quality of translated SQL queries. Although encouraging progress has been achieved (Yu et al., 2019a, 2020b; Hui et al., 2021; Wang et al., 2020b; Cai and Wan, 2020), most current works assume the user questions are legal (Yu et al., 2020b; Hui et al., 2021; Wang et al., 2020b; Cai and Wan, 2020) and output a SQL query for any input, which is inconsistent with the real scenario. Practically, user questions can be ambiguous or unanswerable, which requires the system to be not only capable of translating natural language into SQL query, but also detecting the answerability of questions and generating clarification answers for the ambiguous questions. Recently, Yu et al.(Yu et al., 2019a) and Zhang et al.(Zhang et al., 2020) propose to regard the answerability detection as a separate classification task and ensemble the classification model with the semantic parser to make a complete dialogue system (Zhang et al., 2020).

Table 1: An example dialog for our proposed conversational semantic parser with answerability detection. Grey boxes are the user inputs and the blues boxes are the model responses. The first sentence in italics is a clarification answer. The second sentence in italics means the current user question is not answerable.
However, this approach requires separately training an answerability detection model, a natural language decoder for clarification response generation, and another decoder for SQL query generation, which is rather complicated and cumbersome.

To address the aforementioned issues, we investigate to jointly learn the conversational semantic parsing task with answerability detection and resolution using the sequence to sequence (Sutskever et al., 2014) architecture with a single encoder and decoder. Figure 1 shows the illustration of our proposed framework. Using the joint learning setup, we hypothesize that the encoder can learn the intermediate features that encode information effectively for all three downstream tasks. Meanwhile, we hypothesize that the decoder can learn to identify whether a user question is answerable based on both the context and the knowledge base, generate clarification answers for ambiguous questions, and generate SQL queries for answerable questions simultaneously. To be more specific, as pretrained sequence to sequence models nowadays are widely used in most sequence to sequence tasks, we choose to use T5 (Raffel et al., 2019), the most popular large-scale pretrained model for sequence transduction, as the backbone model in our experiments. Due to the lack of dataset-specific to the answerability detection task, we propose a novel dynamically negative samples generation method during the training process to augment the unanswerable questions. Additionally, since the T5 model is pretrained on human language corpus and the target domain includes SQL query, we apply the two-stage finetuning (Gururangan et al., 2020) to transfer the model to the target domain gradually and smoothly. We conduct experiments based on the CoSQL (Yu et al., 2019a) dataset. The experimental result shows that our joint learning framework performs satisfactorily for the answerability detection task, and results in performance improvements in terms of the generated SQL quality. The contributions can be summarized as follows:

- We propose a jointly learning framework that can learn conversational semantic parsing and answerability detection and clarification.
- We propose a novel dynamically negative sample generation method for unanswerable data augmentation, and apply the two-stage finetuning strategy for domain transfer.
- The experimental result shows our joint learning framework performs satisfactorily for answerability detection, and results in performance improvements of SQL generation.

2 Proposed Method

Our proposed model is built on T5, a pretrained sequence to sequence model, which requires both the input and output are sequences. Therefore, we elaborate design the input format to linearize the different input components (interaction history \( I \), current user utterance \( U \), and the database schema \( S \)). For the output format, we use the first token of the output sequence to indicate whether the question is answerable or not. If answerable, the following part of the sequence will be the machine-executable SQL query. If the question is ambiguous, the following part will be the clarification response. Lastly, the output would be a constant response if the question is not unanswerable (e.g., unrelated to the knowledge base). During the training stage, we propose a novel dynamic negative sample generation method for the unanswerable question augmentation. Additionally, we exploit two-stage finetuning strategy for gradual domain transfer, which recently shows great performance on the graph-to-text task (Ribeiro et al., 2021).

2.1 Task Formulation

In conversational semantic parsing (i.e., text-to-SQL) task, we have three input components: interaction history \( I \), database schema \( U \), and the current user question \( S \). Each interaction includes human utterance \( Q_i (1 \leq i \leq K) \) and corresponding response. The response could be either a machine-readable SQL query or a clarification answer (e.g., disambiguation, greetings, etc), which depends on whether the question is legal, answerable, and unambiguous. Overall speaking, the task requires the model to detect whether the current user utterance is answerable based on the interaction history and database schema. For the answerable questions, the model needs to generate executable SQL queries. For the unanswerable questions, the model needs to generate proper clarification to guide the user clarify the ambiguous question or describe the situation (e.g., not answerable for the current database). In this project, we define three types of output, namely answerable, not answerable based on the given schema, and ambiguous questions.
2.2 Linearization

The input comprises the current user utterance \( U \), the database schema \( S \), and the interaction history \( I \). We concatenate different components and add different special tokens at the beginning of different components. As shown in the equation 1, we prepend \(<U>\), \(<S>\), and \(<I>\) at the beginning of the current user utterance \( U \), the database schema \( S \), and the interaction history \( I \) respectively. We do this inspired by the Google Multilingual Translation (Johnson et al., 2017), which argues that such usage of special tokens is able to make the model learn to be aware of the role of the following parts.

\[ \text{<U> utterance <S> schema <I> interactions} \]  

(1)

Note that each database schema may contain more than one tables. As shown in equation 2, we append \(<TAB>\) at the beginning of each table name, and append \(<COL>\) at the the beginning of each column name followed by the data type.

\[ \text{<TAB> table <COL> column_name data_type} \]  

(2)

Equation 3 shows how to linearize the interactions:

\[ \text{<Q> ques}_{k} \text{<Q> ques}_{k-1} \ldots \text{<Q> ques}_{0} \]  

(3)

The order of the components are elaborately designed due to the input length limitation. We put the current user utterance \( U \) at the beginning of the linearization because this is the most important component of the input and we don’t want it to be truncated. The interaction history is put at the end of the input because it’s less important compared to the other two components. In many cases we don’t need to know the previous conversation to answer the current questions. Within the linearization of the interaction history, we put the most recent question \( k \) at the beginning because the most recent history is more relevant to the current utterance. We use the first token of the output sequence to indicate the answerability of the question. More precise, we use \(<0>\) to indicate the question is unanswerable and followed by the translated SQL query. \(<1>\) means the question is unanswerable based on the given schema, and \(<2>\) means the question is ambiguous and will be followed by a clarification response. For the SQL queries, we capitalize all the SQL keywords to distinct them from the corresponding English words (e.g., SELECT vs. select) because we want the model to learn different embeddings for the SQL keywords instead of sharing the embeddings across SQL and natural language.

2.3 Two-stage Finetuning

Inspired by recent works (Gururangan et al., 2020; Ribeiro et al., 2021) that have shown the benefit of task-specific adaptation, we investigate whether leveraging additional task-specific data can improve the performance of pretrained language models on the conversational semantic parsing task. Task-specific data refers to a corpus that is from relevant (not exactly the same) domains of the downstream task. In order to leverage the task-specific data, we add an intermediate adaptive fine-tuning step between the original pretraining and the fine-tuning stage for conversational semantic parsing. More specifically, we first continue fine-tuning the pretrained sequence to sequence model (i.e., T5) on Spider (Yu et al., 2018), a single-turn text-to-SQL dataset. The goal is to adapt the pretrained model to the target domain gradually and smoothly. We use the same linearization methods for both Spider and CoSQL. The only difference is that we don’t have the interaction history in the Spider dataset and the linearization wouldn’t contain this component.

2.4 Dynamic Negative Sample Generation

In real-world scenarios, users may ask questions irrelevant to the database or ambiguous questions that need clarifications to be answerable. Our proposed model is able to detect the answerability. More precisely, we use the first token in the output sequence to classify the input utterance into three...
categories: answerable, unanswerable based on the
given schema, and ambiguous questions. CoSQL
provides ambiguous questions and corresponding
human-written answers. But there doesn’t exist
any unanswerable questions in CoSQL. Therefore,
we propose to generate unanswerable questions
by replacing the original schema of an answerable
sample with randomly selected knowledge schema.

However, it would be prone to overfit the dataset
if we statically generate the negative (i.e., unan-
swerable) samples before training. Inspired by how
RoBERTa (Liu et al., 2019) improves BERT (Devlin
et al., 2019), we propose to generate the unanswer-
able samples dynamically during the training stage.
Before each epoch in training process, each an-
swerable sample is corrupted into an unanswerable
question with a probability of 0.2 by replacing the
current schema with randomly selected schema of
another knowledge base. This can give our model
the ability to detect if the use question is irrele-
vant to the knowledge base and unanswerable, and
generate appropriate responses to the users.

3 Experiments
3.1 Dataset
CoSQL\(^1\) We train and evaluate our model on the
CoSQL (Yu et al., 2019a) dataset, which consists of
30,000 turns and 10,000 annotated SQL queries. It
is obtained from a Wizard-of-Oz collection of 3k di-
alogues querying 200 complex databases spanning
138 domains. Each dialogue simulates a real-world
DB query scenario with a crowd worker as a user
exploring the database and a SQL expert retrieving
answers with SQL, clarifying ambiguous questions,
or otherwise informing of unanswerable questions.
The original CoSQL doesn’t explicitly annotate
the ambiguous questions and they are concatenated
with clarifications as new inputs in the dataset. We
extract these samples manually and add the pairs of
ambiguous utterances and corresponding clarification
answers into the dataset. Note that the original
CoSQL doesn’t contain any unanswerable ques-
tions and we generate such data by the dynamic
algorithm as described in Section 2.4.

Spider\(^2\) Spider is a large-scale complex and
cross-domain semantic parsing and text-to-SQL
dataset annotated by 11 Yale students. The goal of
the Spider challenge is to develop natural language
interfaces to cross-domain databases. It consists of
10,181 questions and 5,693 unique complex SQL
queries on 200 databases with multiple tables cover-
ing 138 different domains. In Spider 1.0, different
complex SQL queries and databases appear in train
and test sets. To do well on it, systems must gener-
alyze well to not only new SQL queries but also new
database schemas. As described in Section 2.3, we
use the Spider dataset as the external task-specific
dataset for the two-stage finetuning strategy.

3.2 Implementation Details
The model was implemented using PyTorch Light-
nning\(^3\) and T5 models provided by HuggingFace\(^4\).
We used T5-base in our experiments. We remove
all punctuations and special tokens from the dataset
(both CoSQL and Spider). For the column type , we
remove the detailed information and only keep the
type word. For example, varchar(15) will be modi-
ted to varchar. Due to the resource constraint,
we set the max lengths to 512 and 128 for the input
and output respectively. We finetuned the model
on one NVIDIA T4 GPU. We use the AdamW
(Loshchilov and Hutter, 2018) optimizer The batch
size is 8 and learning rate is set to 0.0001. The
early stopping is used to monitor the cross-entropy
loss on the validation set with patience of 10.

3.3 Metrics
We need to evaluate both the quality of generated
SQL queries and the detection accuracy in our pro-
posed jointly learning framework.

For SQL queries We use exact set matching
to evaluate the quality of generated SQL queries.
Note that the task definition of both Spider and
CoSQL does not predict the value strings. Predict-
correct SQL query structures and columns is
more realistic and critical according to the original
paper of Spider. We follow the evaluation setting
of the Spider dataset, which does not take the value
strings into account. More precisely, exact match-
ing is a component-based evaluation method that
decomposes each component in both prediction
and ground truth as bags of sub-components, and
check if the two sets of components match exactly.
Besides, interaction matching is used for evaluating
the generated SQL queries in conversational level.
The exact set matching score is 1 for each question
only if all predicted SQL clauses are correct, and

\(^1\)https://yale-lily.github.io/cosql

\(^2\)https://yale-lily.github.io/spider

\(^3\)https://www.pytorchlightning.ai/

\(^4\)https://huggingface.co/
1 for each interaction only if there is an exact set match for every question in the interaction.

For answerability detection accuracy We regard the answerability detection as a classification task and use the recall to evaluate the performance.

### 3.4 Results

**SQL prediction** Table 2 shows the results of SQL prediction task. We can observe that T5 baseline outperfors the CD-Seq2seq model on both exact set match score and interaction match score. This indicates that knowledge T5 learning during the pretraining is helpful for the conversational semantic parsing task. Adding different special tokens before different components in the input can improve the exact set match score by 8.9 points and 1.2 points in terms of the interaction match score. We could gain another 2.1 point and 0.4 point improvement on exact set match and interaction match score by capitalizing the SQL keywords in the output sequence. This shows that the hypothesis of treating SQL and English as different languages helps with our task. In the two-stage finetuning setting, we finetune the T5 model on Spider dataset before finetuning on CoSQL. This could bring us 2.9 points improvement on exact set match score and 1.8 on the interaction match.

**Answerability Detection** Table 3 shows the results of the answerability detection experiments. We can observe that the jointly learning setting could slightly improve the exact set match score. Without the dynamic negative sample generation method, the recalls for the answerable and unanswerable questions are 98.7% and 96%. The reason for this is there are significant features in answerable and unanswerable questions, i.e., overlapped column or table names. Our proposed dynamic negative sample generation algorithm could improve the recall of unanswerable questions by 2.2%, which shows the effectiveness of this method. Meanwhile, it can bring minor improvement on exact set match score and the recall scores for answerable. However, we can observe that the recall for ambiguous question is only around 28%. We found that in many cases the model generates SQL queries despite the user questions are ambiguous. Another problem is different tasks don’t converge simultaneously. We can observe from Figure 2 that the exact set match score, the recall for answerable and unanswerable questions reach optima in the first few epochs and then slowly decrease. However, the recall for ambiguous question stay zero until the 15th epoch and then gradually increase.

### 3.5 Case Study

In this section we analyse some cases for the SQL prediction and disambiguation task.

**SQL prediction** Table 4 shows a bad case of SQL prediction. In the first example, from the schema we can observe that LocalName is a column in table country. However, our model predicts LocalName belongs to another table city. This means that our model doesn’t manage to parse the connection between tables and columns in some cases. We argue the reason is that T5 is pretrained on English corpus and is not able to link the table/column name and the query word. We could incorporate schema linking related pretraining objectives to address the issue (Yu et al., 2020a).

**Disambiguation** Table 5 is a case for disambiguation. We can observe from the schema that we have two columns related to name – first_name and last_name. This would cause ambiguation if the user doesn’t specify it is the first or the last name they want. The model of 5th epoch is the model with best SQL prediction performance, and it classifies this case as answerable question and generates a SQL to retrieval the first_name. While the model of the last epoch performs best on the ambiguation question detection, and it classifier this case as ambiguous question and generate reasonable clarification answer.

### 4 Conclusion

In this paper we propose a joint learning framework for both conversational semantic parsing and the answerability detection task. Experimental results
<table>
<thead>
<tr>
<th>Model</th>
<th>Exact Set Match</th>
<th>Ans. Recall</th>
<th>Unans. Recall</th>
<th>Ambig. Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>T5 + SpeTok + Cap</td>
<td>31.4</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>+ AnswDet</td>
<td>31.7</td>
<td>98.7%</td>
<td>96.0% (epoch 10)</td>
<td>28.4% (epoch 30)</td>
</tr>
<tr>
<td>+ DynGeneration</td>
<td><strong>32.0</strong></td>
<td><strong>98.9%</strong></td>
<td><strong>98.2%</strong> (epoch 19)</td>
<td>28.3% (epoch 30)</td>
</tr>
</tbody>
</table>

Table 3: The results of answerability detection experiments. SpeTokn, Cap, AnswDet, and DynGenearztion mean special tokens, capitalization, answerability detection, and dynamic negative sample generation respectively.

Figure 2: The results of the answerability detection experiments. Left is the model with dynamic negative sample generation algorithm while the right figure is the model without dynamic negative sample generation algorithm.

Current User Question: What is the local name?

***Schema:***
- `<TAB>` city `<COL>` Name char `<COL>` District char `<COL>` Population integer ...
- `<TAB>` country `<COL>` LocalName char `<COL>` GovernmentForm char `<COL>` Capital integer ...

**Ground Truth:**
- `<0>` SELECT LocalName FROM country

**Model Prediction:**
- `<0>` SELECT LocalName FROM city

Table 4: The case study of SQL prediction.

indicate that the parser benefits from answerability detection task. There are several future research directions: (1) Apply the joint learning framework on top of other sequence to sequence model to test the generalization ability. (2) Assign different weights to balance different tasks and make them converge simultaneously. (3) Generalize the dynamic negative sample generation to the ambiguous questions.
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Current User Question: Which player got first rank in the competition and please tell me their name.

***Schema:***
- `<TAB>` players `<COL>` player_id INT `<COL>` first_name TEXT `<COL>` last_name ...

**Interactions:**
- Find the total ranking point for each player in the competition and their first name.

**Ground Truth:**
- `<2>` Do you want the first name or last name?

**Output of Epoch 5 (Best SQL Score):**
- `<0>` SELECT T1.first_rank, T1.first_name FROM players AS T1 JOIN rankings AS T2 ON T1.player_id = T2.player_id GROUP BY T1.player_id ORDER BY COUNT (*) DESC LIMIT 1

**Output of epoch 39 (Best Recall of Ambig.):**
- `<2>` Do you mean the first name and last name?

Table 5: The case study of disambiguation.


