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Abstract

On multi-lingual natural language process-
ing (NLP) tasks, it is generally agreed that
multi-lingual models perform better than cross-
lingual models even with limited training data
in the target languages. Though this is expected,
its cause has not been well-studied. In this pa-
per, we examine the differences between cross-
and multi-lingual models fine-tuned on syntac-
tic, semantic, or sentiment analysis (SA) tasks,
from the perspectives of parameter updates, fea-
ture extraction, and domain changes to inves-
tigate the advantage of multi-lingual training.
Additionally, we incorporate the knowledge we
learn from our analyses into the training pro-
cess of cross-lingual models to improve their
performance. Results show that jointly apply-
ing feature augmentation and domain adapta-
tion approaches effectively improves the perfor-
mance of the vanilla cross-lingual models, with
average F1-macro score improvements from
0.38% to 20.75% on four NLP tasks. Our stud-
ies indicate cross-lingual training effectiveness
could be enhanced without requiring additional
labeled data in the target languages. This pro-
vides an alternative choice to data augmenta-
tion for future research on resource-scarce lan-
guages.

1 Introduction

Two common settings for training a machine learn-
ing model on a multi-lingual NLP task are: 1) train-
ing the model on a (source) language and evaluat-
ing it on another (target) language, and 2) training
the model on both the source and target languages
and evaluating it on the target language. We refer to
the former as cross-lingual training and the latter as
multi-lingual training. While cross-lingual training
features better extensibility to truly resource-scarce
target languages, multi-lingual models outperform
cross-lingual models in most cases (Liang et al.,
2020; Hu et al., 2020). However, it remains un-
known what factors lead to the superior perfor-
mance of multi-lingual models. To uncover the

secrets of multi-lingual training and improve cross-
lingual models, we examine the differences be-
tween cross- and multi-lingual models trained on
four syntactic, semantic, and SA tasks. We use
multi-lingual BERT (mBERT, Devlin et al. (2019)),
one of the top-performing multi-lingual NLP mod-
els, in these experiments and analyses. Our analy-
ses show two main differences between cross- and
multi-lingual models.

First, through model probing and attention-head
analyses on the four tasks, we find that different
linguistic features are emphasized by cross- and
multi-lingual models fine-tuned on the same task.
This potentially results from the fact that the im-
portance of attention heads are not uniformly dis-
tributed for cross- and multi-lingual models, as
each attention head extracts a relatively stable set
of linguistic features (Michel et al., 2019). For ex-
ample, attention heads in the middle to upper layers
of mBERT are updated more intensely by a multi-
lingual paraphrase identification (PI) model than
its cross-lingual counterpart in our experiments,
potentially suggesting that critical syntactic and se-
mantic knowledge in target languages is learned via
multi-lingual training (Tenney et al., 2019; Vig and
Belinkov, 2019). Our model probing and attention-
head probing experiments on the four NLP tasks
provide additional evidence for the different impor-
tance ranking of linguistic features between cross-
and multi-lingual models. For example, our experi-
mental results suggest that key linguistic features
for a PI task are emphasized more heavily by a
multi-lingual SA model than a cross-lingual SA
model fine-tuned on the same dataset.

Second, knowledge about the target language
domains potentially contributes to the higher per-
formance of multi-lingual models. Through lan-
guage modeling (LM) evaluations, we find that
multi-lingual models produce pseudo perplexity
scores (Salazar et al., 2020) that are 11.45% to
90.43% lower than cross-lingual models fine-tuned



using the same datasets on the training corpora

of all the languages. This shows the substantially

lower encoding ability of the cross-lingual model
on documents not in the source language, which is

a potential cause of the performance gap between

the cross- and multi-lingual models in our evalua-

tions.

Our findings suggest that cross-lingual models
function differently than multi-lingual models from
both feature and domain perspectives. Taking
advantage of these findings, we design three ap-
proaches to improve cross-lingual models without
introducing additional task-oriented labeled train-
ing instances. The approaches include: 1) fusing
linguistic features that are important for the multi-
lingual models into cross-lingual training via joint
modeling, 2) adapting the cross-lingual models to
the target language domain via two-stage training,
and 3) combining the two approaches into a train-
ing pipeline. Our evaluations on four NLP tasks
show that while the first and second approaches
generally bring positive effects to the performance
of cross-lingual models, the combination of both
approaches results in the best average performance
on all the tasks (0.38% to 20.75% higher perfor-
mance than the vanilla cross-lingual models).

The contributions of this paper are two-fold:

* We develop a systematic understanding of the dif-
ferences between cross- and multi-lingual models
via model interpretation.

* We augment cross-lingual training with knowl-
edge learned from these differences to improve
the performance of cross-lingual models without
additional labeled data in the target languages.

2 Tasks and Datasets

To examine the differences between cross- and
multi-lingual models, we evaluate and analyze
mBERT models on four tasks, including two syn-
tactic tasks (part-of-speech tagging (POS) and
named entity recognition (NER)), one semantic
task (PI), and one SA task. We use datasets in four
languages (English (EN), German (DE), Spanish
(ES), and French (FR)) in our experiments, where
EN is the source language for training the cross-
lingual models. Table 1 displays the number of
training and test instances in these datasets. The
tasks and datasets are:

Universal Dependencies (UD) ! provides anno-
tated datasets for grammar-related tasks (e.g., POS

"https://universaldependencies.org/

EN DE ES FR

UD

.. 12,543 13,814 14,035 14,449
Training
UDb 2,077 977 1,721 416
Test
WII.GANN 20,000 20,000 20,000 20,000
Training
WIKIANN 10000 10,000 10,000 10,000
Test
PAW.S_X 49,401 49,401 49,401 49,401
Training
PAWS-X 2,000 2,000 2,000 2,000
Test
MARC 200,000 200,000 200,000 200,000
Training
MARC 5,000 5,000 5,000 5,000
Test

Table 1: Number of training and test instances in the
datasets we use in our evaluations and analyses.

and dependency parsing) in over 100 languages.
We use POS in our experiments since the objective
and evaluation metric of dependency parsing are
very different from those of the other tasks we use,
which can lead to potential problems when compar-
ing models fine-tuned on different tasks.
WikiANN (Rahimi et al., 2019) is an NER dataset
constructed over Wikipedia documents. Different
from POS, language-specific lexical features are
important for NER models since the named en-
tity (NE) expressions are language-specific. The
WikiANN dataset is annotated with three NE la-
bels, i.e., LOC (location), PER (person), and ORG
(organization), on word level in the IOB-2 format.
PAWS-X (Yang et al., 2019) is used in our exper-
iments to study the feature extraction patterns of
models fine-tuned on semantic tasks. Each instance
in PAWS-X is a pair of sentences in the same lan-
guage which is labeled for whether the two sen-
tences express the same semantic meaning (1) or
not (0). The instances in PAWS-X are sampled
from the PAWS-WIKI dataset (Zhang et al., 2019)
in English and translated into other languages.
Multilingual Amazon Reviews Corpus (MARC)
(Keung et al., 2020) is an SA dataset containing
documents from Amazon product reviews. It labels
each review with a 5-scale sentiment label based
on the stars (rating) it receives from its author.

Metric: We evaluate the F1-macro score for all
the datasets to avoid bias caused by imbalanced




EN DE ES FR

POS-cross-ling  93.85 69.73 60.07 62.91
POS-multi-ling 93.07 74.92 86.29 75.70
NER-cross-ling 92.10 83.28 75.28 83.35
NER-multi-ling 92.60 94.12 94.76 94.51
PI-cross-ling 9422 85.77 87.34 86.03
PI-multi-ling 94.52 89.27 91.30 9145
SA-cross-ling  57.63 43.42 4522 44.70
SA-multi-ling  57.75 60.28 57.75 57.05

Table 2: F1-macro score of mBERT models fine-tuned
on the POS (UD), NER (WikiANN), PI (PAWS-X), and
SA (MARC) tasks. The higher performance on each
data set is in bold.

label distributions.

3 Experiments and Analyses

This section examines the differences between
cross- and multi-lingual mBERT models fine-tuned
on each of the POS, NER, PI, and SA tasks from
three perspectives. Section 3.1 presents the evalu-
ation performance of both models to confirm the
advantage of multi-lingual training. Section 3.2 ex-
amines the different linguistic features emphasized
by the cross- and multi-lingual models via probing,
and Section 3.3 conducts more in-depth studies
about the feature extraction patterns of both mod-
els through attention-head analyses. Section 3.4
evaluates the domain compatibility of both mod-
els with the domains of the test sets for each task
to examine the importance of domain knowledge
for multi-lingual tasks. For clarity, we refer to
the cross- and multi-lingual models on each task
as [TASK]-cross-ling and [TASK]-multi-ling, re-
spectively, where [TASK] is the task on which the
models are fine-tuned. Specifically, we apply the
Huggingface (Wolf et al., 2020) implementation of
the pre-trained bert-base-multilingual-cased model
with 12 layers and 12 attention heads per layer. All
the models are fine-tuned for five epochs with a
learning rate of 1e-5 and a batch size of 32.

3.1 Evaluations

The evaluation results of cross- and multi-lingual
mBERT models on the POS, NER, PI, and SA tasks
are displayed in Table 2. We note that the multi-
lingual model outperforms the cross-lingual model
in almost all the experiments except for the EN
experiment on POS, demonstrating the advantage
of multi-lingual training.

POS NER PI SA

POS-cross-ling - 3.61 3.39 4.80
POS-multi-ling - 0.05 279 1.96
NER-cross-ling -1.14 - 1.00 0.76
NER-multi-ling -0.14 - 222 -2.36
PI-cross-ling 0.81 3.09 - 297
PI-multi-ling 1.61 3.6 - -437
SA-cross-ling  -0.40 1.83 0.73 -

SA-multi-ling  -0.29 5.02 496 -

Table 3: Probing results of cross- and multi-lingual
mBERT models fine-tuned on the POS (UD), NER
(WikiANN), PI (PAWS-X), and SA (MARC) tasks. The
results are in F1-macro score.

Additionally, we find that though multi-lingual
training does not introduce additional training in-
stances in the source language (i.e., EN), the per-
formance of multi-lingual models is higher than
the cross-lingual models in the EN evaluations on
NER, PI, and SA tasks. On the other hand, the
performance gains brought by multi-lingual train-
ing are imbalanced on the four languages (e.g., the
performance gain is 3.50 for DE but 5.42 for FR
on the PI task) even on the PAWS-X dataset which
is constructed on a parallel corpus. These findings
suggest that the amount of training data in each
language is not the only factor affecting the perfor-
mance of cross- or multi-lingual models. Instead,
we hypothesize that linguistic features and domain
knowledge could also be important for mBERT
models to perform well on multi-lingual tasks. To
verify our hypothesis and explain the advantage of
multi-lingual training, we conduct probing and do-
main compatibility experiments in the rest of this
section.

3.2 Model Probing

To examine important linguistic features underly-
ing the predictions of cross- and multi-lingual mod-
els, we probe the 8 [TASK]-cross-ling and [TASK]-
multi-ling models on the POS, NER, PI, and SA
tasks. Similar to Wu et al. (2021), we probe each
model in four steps:

1) We construct a prediction head on top of a pre-
trained mBERT model and train the model on a
probing task with the mBERT weights frozen to
get the “probe" model.

2) We construct a prediction head on top of a fine-
tuned mBERT model (e.g., POS-cross-ling) and
train the model on the same probing task with the
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Figure 1: Normalized attention-head updates of [TASK]-cross-ling and [TASK]-multi-ling and the difference
between the two matrices for each [TASK] ([TASK]-diff) among POS, NER, PI, and SA. For attention-head update
figures (captioned [TASK]-cross-ling and [TASK]-multi-ling), brighter colors indicate more intense updates. In
[TASK]-diff figures, cells in blue and red colors represent attention heads updated more heavily by the [TASK]-

multi-ling and [TASK]-cross-ling, respectively.

mBERT weights frozen to get the “ceiling" model.
3) We evaluate both models on the probing task and
subtract the evaluation score of the “probe" model
from the “ceiling" model to get the probing result
for the fine-tuned model on the probing task.

All these models are trained on the EN training
sets and evaluated on the combination of test sets
in four languages (i.e., the cross-lingual setting) to
avoid discrepancies between mBERT weights and
prediction heads in cross-lingual models.

We display the probing results in Table 3. From
the results, we find that NER-multi-ling gets notice-
ably higher probing results than NER-cross-ling on
POS and PI. We speculate the cause of this phe-
nomenon to be that NER-multi-ling learns to put
more emphasis on extracting important linguistic
features for these two tasks. Similarly, the extrac-
tion of important features for POS and NER may

be contributing to the higher performance of NER-
multi-ling than NER-cross-ling, and SA-multi-ling
may have benefited from emphasizing critical fea-
tures for NER and PI. While POS-multi-ling outper-
forms POS-cross-ling in the evaluations, its prob-
ing results are lower than those of POS-cross-ling
on NER, PI, and SA. Two possible causes of this
may be that POS-multi-ling learns to emphasize
linguistic features that are not critical for the NER,
PI, and SA tasks, or that other types of information
(e.g., domain knowledge) mainly account for the
superior performance of POS-multi-ling over POS-
cross-ling. These results show that there are key
linguistic features that are emphasized by multi-
lingual models but not by cross-lingual models
fine-tuned on the same datasets. Our probing ex-
periments help specify the differences in feature ex-
traction behaviors between cross- and multi-lingual



models, which is shown by our later experiments to
be useful for improving the performance of cross-
lingual models.

3.3 Attention Head Analyses

As attention heads are the feature extraction units in
a Transformer-based model (Vaswani et al., 2017),
we examine the updates and roles of attention heads
to illustrate differences between cross- and multi-
lingual models in the probing experiments.

3.3.1 Attention Head Updates

The absolute weight updates in each attention head
reflect its importance in the training process of the
model. We plot the normalized absolute attention-
head updates and the differences between the up-
dates of each pair of cross- and multi-lingual mod-
els in Figure 1.

We find that the attention-head updates corre-
late strongly between the [TASK]-cross-ling and
[TASK]-multi-ling models, with Spearman’s rank
correlation coefficient (Spearman’s p) above 0.70
for all the tasks. > Meanwhile, the most heavily
updated attention heads lie in different areas of the
model for different tasks. For example, the mid-
dle layers of mBERT models fine-tuned on POS
and NER are updated the most intensely, which
may result from the heavy dependence of POS
and NER models on syntactic features. Further-
more, the NER models update lower-layer attention
heads more heavily than the highest-layer attention
heads, and so do the PI and SA models, suggesting
that semantic and lexical features are important for
these tasks (see Kovaleva et al. (2019); Tenney et al.
(2019); Vig and Belinkov (2019)).

In addition, we find that though the attention-
head updates are ranked similarly between cross-
and multi-lingual models, the extent to which
each attention head is updated differ substantially.
Specifically, the multi-lingual POS and NER mod-
els distribute more emphasis on the middle syn-
tactic layers while the cross-lingual models up-
date the upper-most task-specific layers more in-
tensely. We infer that additional syntactic fea-
tures are learned by POS-multi-ling and NER-
multi-ling on the multi-lingual training data, which
help them perform better in the non-EN evalua-
tions. Moreover, both PI-multi-ling and SA-multi-
ling place more emphasis on upper-layer semantic

2All these Spearman’s p are statistically significant with
p-values lower than 0.01.

heads while PI-cross-ling and SA-cross-ling up-
date the lexical attention heads on lower layers
more heavily. Though lexical features are impor-
tant for PI and SA, these features are language-
dependent and may have caused the performance
differences between cross- and multi-lingual mod-
els shown in Table 2. These findings show that
attention heads are weighed differently in the cross-
and multi-lingual training processes, which lends
additional support to our assumption that cross-
and multi-lingual models emphasize different sets
of linguistic features.

3.3.2 Attention Head Probing

To gain a better understanding of the feature-
extraction roles of each attention head, we probe
each attention head in the 8 [TASK]-cross-ling and
[TASK]-multi-ling models on the POS, NER, PI,
and SA tasks using the same probing method as
introduced in Section 3.2. On each task, we com-
pare the attention-head probing results of all the
models with those of the cross-lingual model fine-
tuned specifically for that task, e.g., POS-cross-
ling for POS. For clarity, we refer to the model
with which all the other models are compared on
each task as [TASK]-baseline. Specifically, we
examine the number of overlaps among the topK
contributive attention heads and Spearman’s p of
the overlapped heads between each [TASK]-cross-
ling or [TASK]-multi-ling model and each [TASK]-
baseline model. We assume that the most contribu-
tive attention heads in a model play important roles
in the extraction of critical linguistic features for
the task where the model is fine-tuned. As such,
these analyses could help us identify how differ-
ently cross- and multi-lingual models fine-tuned
on the same task extract linguistic features. Note
that this assumption is not strict, and the method
cannot be used as a quantitative metric for evalu-
ating feature dependence of these models, though
it helps us qualitatively explain the performance
of the models from the perspective of linguistic
feature extraction.

As Table 4 shows, each multi-lingual model
shares a more consistent attention-head ranking
with the cross-lingual model fine-tuned on the same
task than with other cross-lingual models. We spec-
ulate the reason to be that both cross- and multi-
lingual models fine-tuned on the same task learn
to put higher emphasis on a core linguistic feature
set for that task. The different attention-head rank-
ings between each pair of cross- and multi-lingual



POS NER PI SA
Models TopK Ovlp | Corr | Ovlp | Corr | Ovlp | Corr | Ovlp | Corr
40 - - 18 | 042 | 21 | 027 | 12 | 0.51
POS-cross-ling | 60 - - 32 |050*%| 35 |0.55%| 24 |0.33%
80 - - 50 10.66%| 52 |0.74*| 44 |0.51*
40 20 1022 | 15 | 019 | 14 |0.54%| 12 | 0.23
POS-multi-ling | 60 36 |0.61%| 37 | 0.17 | 29 |0.62*%| 24 |0.47*
80 55 |042*%| 56 |051*%| 46 |0.78%| 42 |0.57*
40 14 | 0.00 - - 18 |-030 | 17 |0.59*
NER-cross-ling | 60 34 | 0.04 - - 29 | 0.09 | 27 |0.65%
80 52 | 0.22 - - 49 10.70*% | 50 |0.59*
40 16 | 0.16 | 27 |0.46*| 21 |-032| 18 | 0.23
NER-multi-ling | 60 33 | 031 | 41 |0.65%| 29 | 029 | 31 | 0.33
80 53 |030%| 52 |047%| 49 |0.75%| 50 |0.65%
40 15 |-0.17| 11 | 0.05 - - 14 | 0.44
PI-cross-ling 60 33 | 017 | 27 |-0.10| - - 24 | 0.44*
80 49 | 024 | 48 |0.32% | - - 49 |0.54*
40 14 |0.56*| 17 |-0.18 | 23 |0.44* | 12 | 0.39
PI-multi-ling 60 32 | 013 | 28 |0.53*%| 38 |0.71*%| 23 |0.45%
80 50 | 024 | 52 |047%| 57 |0.82*%| 45 |0.62*
40 14 |-0.04 | 12 |-0.17| 21 | 0.09 - -
SA-cross-ling 60 28 1030 | 29 |-0.12| 32 | 0.20 - -
80 49 | 025 | 50 [041*| 49 |0.59*% | - -
40 18 |-042| 13 | 045 | 21 | 023 | 26 |0.73*
SA-multi-ling 60 31 1007 | 27 | 030 | 29 | 0.13 | 43 |0.80*
80 45 [ 013 | 49 | 015 | 50 |0.30% | 64 |0.69*

Table 4: Number of overlapped attention heads (Ovlp) and Spearman’s p of the rankings of these overlapped heads
(Corr) among the TopK contributive heads (TopK) between [TASK]-cross-ling or [TASK]-multi-ling models and
[TASK]-baseline models on the POS, NER, PI, and SA tasks. Statistically significant p are marked with *.

models further reflect the different weightings of
linguistic features in cross- and multi-lingual fine-
tuning processes on each task.

Additionally, we compare the attention-head
probing results of multi-lingual models and their
cross-lingual counterparts to help explain the
model probing results in Table 3. We provide the
full attention-head probing results in Appendix A.
For POS, we find that POS-cross-ling has more
overlapped attention heads with NER-baseline and
PI-baseline than POS-multi-ling, especially among
the top-40 and top-60 contributive heads. The
rank correlations of the overlapped heads are also
substantially higher for POS-cross-ling than POS-
multi-ling in most of the cases. On the other hand,
though POS-cross-ling and POS-multi-ling have
the same amount of overlapped attention heads
with SA-baseline among the top-40 contributive
heads, the rank correlation is higher for POS-cross-
ling. These results are consistent with the higher

probing performance of POS-cross-ling than POS-
multi-ling on all the three tasks. For NER, we
note that the attention-head rankings of NER-multi-
ling are more consistent with POS-baseline and
PI-baseline than NER-cross-ling, which explains
the higher model probing results of NER-multi-
ling on POS and PI. Similarly, attention-head rank-
ings of PI-multi-ling are more consistent with POS-
baseline and NER-baseline than PI-cross-ling, and
those of SA-multi-ling are more consistent with
NER-baseline and PI-baseline. These all corre-
spond to cases where the probing results of the
multi-lingual models are noticeably higher than
those of their cross-lingual counterparts. In other
cases where the model probing results of the cross-
lingual models are higher, the higher attention-head
overlap or rank correlations are also reflected in the
attention-head probing results. These findings sup-
port our hypothesis that multi-lingual training pro-
vides additional knowledge about feature weight-



EN [ DE P([)S ES | FR Languages
POS-cross-ling | 694.92 | 6237.60 | 3123.90 | 2636.49 MOdelS. EN | DE | ES | FR
POS-multi-ling | 61534 | 596.71 | 191.01 | 202.78 POS-cross-ling | 93.85 | 69.73 | 60.07 | 62.91
mMBERT 2334 | 1064 | 630 | 585 +FA N - - N
NER
NER-cross-ling | 61647 | 4613.01 | 4943.07 | 4252.96 +DA _ 91.60 | 69.54 | 60.45 | 63.32
NER-multi-ling | 517.44 | 515.25 | 326.17 | 32352 +combined - - - -
mBERT 1360 | 1550 | 1402 | 1491 NER-cross-ling | 92.10 | 83.28 | 75.28 | 83.35
PI
Pl-cross-ling | 3193.42 | 2753.90 | 3318.81 | 3824.42 +FA 93.53 | 9181 | 75.31 | 83.77
Pl-multi-ling | 239.94 | 10455 | 16635 | 11431 +DA 92.18 | 89.23 | 89.76 | 92.29
mBERT 10.43 9.66 7.06 12.35 +combined 93.83 | 93.65 | 92.50 | 94.83
SA .
SA-crossTing | 5550.11 | 6458.82 | 4157.43 | 4764.42 Pl-cross-ling | 94.22 | 85.77 | 87.34 | 86.03
SA-multi-ling | 613.33 | 731.77 | 436.07 | 305.81 +FA 93.75 | 85.20 | 87.05 | 86.80
mBERT 3376 | 2539 | 27.92 | 2577 +DA 86.09 | 77.16 | 76.83 | 78.28
. exiti hieved b q +combined 94.24 | 85.46 | 87.91 | 87.06
aple J: seudo perplexities acnieve Yy Cross- an B
multi-lingual mBERT models on the EN, DE, ES, and SA-cross-ling | 57.63 | 43.42 | 45.22 | 44.70
FR test sets of the POS (UD), NER (WikiANN), PI ~ +FA 58.04 1 43.94 | 44.94 | 45.14
(PAWS-X), and SA (MARC) datasets. mBERT repre- ~ +DA 58.35 | 58.07 | 54.58 | 53.70
sents the vanilla mBERT model. +combined 58.86 | 59.71 | 55.37 | 54.04

ing, which as we show later, can be leveraged to
improve the performance of cross-lingual models.

3.4 Domain Compatibility

Since the cross- and multi-lingual models are fine-
tuned on documents in different languages, their
text domain compatibility with the test corpora (in
four languages for each task) may also differ. This
could be a potential cause of the performance dif-
ferences between cross- and multi-lingual models.
To investigate, we evaluate the pseudo perplexity
of each model on the four test corpora of its own
training dataset and display the results in Table 5.
We note that all the fine-tuned models produce
higher pseudo perplexities than the vanilla mBERT
model on these test corpora, since the models are
fine-tuned with the classification or sequence la-
beling objectives which are not directly related
to the masked language modeling (MLM) objec-
tive. However, the pseudo perplexities produced
by the cross-lingual models are much (12.93% to
945.33%) higher than those produced by the corre-
sponding multi-lingual models on all the non-EN
corpora. Meanwhile, the pseudo perplexity differ-
ences are noticeably higher for POS models than
for NER or PI models, which are consistent with
the greater performance gaps between POS-cross-
ling and POS-multi-ling on non-EN test data, as
Table 2 shows. These findings demonstrate that tex-
tual domain knowledge specific to each language,
e.g., vocabulary and expressions, is an unignorable
difference between cross- and multi-lingual models

Table 6: Evaluation performance (in F1-macro score) of
cross-lingual models fine-tuned on POS (UD), NER
(WikiANN), PI (PAWS-X), and SA (MARC) tasks
([TASK]-cross-ling) and cross-lingual models aug-
mented with feature augmentation (+FA), domain adap-
tation (+DA), and both (+combined) approaches. High-
est performance on each dataset is in bold.

which potentially affects their performance.

4 Enhancing Cross-Lingual Models

From our probing and attention-head analyses, we
find that cross- and multi-lingual models differ sub-
stantially in their feature extraction behaviors and
the domain knowledge they learn. This motivates
us to examine practical ways of improving the per-
formance of cross-lingual models by emphasizing
linguistic features or domain knowledge, without
requiring additional labeled training data in target
languages.

4.1 Feature Augmentation

As our independent experiments in Sections 3.2 and
3.3 reach the same conclusion that cross- and multi-
lingual models put different weights on linguistic
features, we hypothesize that augmenting cross-
lingual models with proper external feature sets
could improve their performance. To verify this
hypothesis, we conduct multi-task learning (MTL)
experiments on these tasks, with the auxiliary tasks
chosen based on the probing results. Specifically,
we use POS and PI as auxiliary tasks for NER, POS
and NER as auxiliary tasks for PI, and NER and



PI as auxiliary tasks for SA. As POS-cross-ling
always achieves higher probing results than POS-
multi-ling in our experiments, we do not apply the
feature augmentation method on POS-cross-ling.
Only the EN training data of both the primary and
auxiliary tasks is used for the feature augmentation
approach to avoid information leakage.

As Table 6 shows, feature augmentation helps
improve the performance of cross-lingual models
in 8 out of 12 experiments. These results suggest
that the weightings of linguistic features have an
effect on the performance of mBERT models, and
that feature augmentation is potentially a practi-
cal approach for improving the performance of
cross-lingual models. For the PI-cross-ling model,
however, feature augmentation mainly results in
negative effects on its performance. This possi-
bly results from the different task objectives of PI
(classification) and its auxiliary tasks (sequence la-
beling). Choosing auxiliary tasks from a broader
set of NLP tasks may help relieve this problem.

4.2 Domain Adaptation

Since we find domain compatibility to be a poten-
tial cause of the performance differences between
cross-lingual and multi-lingual models fine-tuned
on POS, NER, PI, and SA, we examine a domain
adaptation approach to help improve the perfor-
mance of the cross-lingual models. Specifically,
we first fine-tune a pre-trained mBERT model on
the multi-lingual training corpus of a task using the
MLM objective and then re-fine-tune the model on
the EN training dataset using the classification or
sequence labeling objective.

According to Table 6, the domain adaptation ap-
proach provides noticeable performance gains to
the NER and SA tasks. This potentially results
from the more important role of lexical features
in target languages for the two tasks. However,
domain adaptation harms the performance of POS-
cross-ling on EN and DE, and that of PI-cross-ling
on all the languages. The negative effects on the
performance of POS-cross-ling may have resulted
from the lower importance of lexical features to
POS, as discussed in Section 3.3.1. We speculate
the cause of the low performance of PI-cross-ling
to be the mismatch of input format between the
MLM fine-tuning stage and the cross-lingual fine-
tuning stage for PI. Since we break the premise and
hypothesis sentences in each PI instance down to
two parts, the LM capability of the PI-cross-ling

model potentially decreases on the PAWS-X cor-
pora, which could lead to the worse performance
of the model.

4.3 Joint Knowledge Enhancement

As feature augmentation and domain adaptation
have been shown to be effective in improving the
performance of cross-lingual models on the POS,
NER, and SA tasks, we also examine whether the
two approaches can be applied in combination.
Specifically, we first fine-tune an mBERT model
on the multi-lingual training data of a task using
the MLM objective and then fine-tune the trained
model jointly with the auxiliary tasks we choose.
We do not apply joint knowledge enhancement on
POS-cross-ling since we cannot choose a proper
auxiliary task set for POS based on our probing
experiments. As Table 6 shows, the combined ap-
proach leads to the highest performance improve-
ments to NER-cross-ling and SA-cross-ling. For
PI-cross-ling whose performance is harmed by sep-
arately applying the feature augmentation and do-
main adaptation methods, the combined approach
is able to compensate for the negative effects and
slightly improve the performance of PI-cross-ling
on the EN, ES, and FR test sets. One possible expla-
nation of the higher effectiveness of the joint knowl-
edge enhancement approach is that domain adapta-
tion helps mBERT better generalize the knowledge
it learns from cross-lingual training and feature
augmentation to other languages, which boosts the
effectiveness of the feature augmentation approach.

5 Conclusion and Future Work

Our analyses of the differences between cross- and
multi-lingual mBERT models fine-tuned on various
NLP tasks demonstrate that two key factors impact
the higher performance of multi-lingual models:
the weightings of features and domain compatibil-
ity with target languages. Based on these findings,
we design two approaches to improve the perfor-
mance of cross-lingual models, i.e., feature aug-
mentation and domain adaptation. Evaluations on
four NLP tasks show that these two approaches, ei-
ther used individually or in combination, generally
have positive effects on the performance of cross-
lingual models without additional task-specific an-
notations in target languages.

Future work can extend the scope of this paper
to include NLP tasks of other types, e.g., natural
language generation.



6 Ethics Statement & Broader Impact

All the datasets used in this paper are publicly avail-
able to the entire NLP community, and we adopt
the official data annotations and splits in all our
evaluations and analyses. The datasets do not con-
tain sensitive or identifiable information about the
authors or annotators. In addition, the mBERT
model we use in the experiments is implemented
and made publicly available by Huggingface. We
do not foresee any ethical issue in this paper. How-
ever, we should note that large-scale pre-trained
language models such as mBERT have been shown
to be biased. This should be taken into consider-
ation when utilizing such models for real-world
applications.

The work presented in this paper has a broader
impact of improving the performance of cross-
lingual NLP models on truly resource-scarce lan-
guages without the need for acquiring additional
annotated data, which can be expensive. This can
potentially broaden the application of pre-trained
NLP models to a wider range of languages.
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A Attention Head Probing Results

We display the attention-head probing results on
POS in Figure Al, the results on NER in Figure
A2, the results on PI in Figure A3, and those on
SA in Figure A4. For each attention-head probing
experiment, we train the probing models on the
EN training data and evaluate on the test data of
all the four languages (i.e., the cross-lingual set-
ting). In the figures, the most contributive attention
heads in each [TASK]-cross-ling or [TASK]-multi-
ling model for the target task are marked in green,
and the least important attention heads are marked
in red. From the figures, we find that the most
contributive attention heads for each task heavily
overlap across models, e.g., the 8-th attention head
on the 7-th layer of mBERT for the POS task. This
implies that each task or dataset relies on a set of
foundational linguistic features.

11



. .olo.os» 00

00005002-003-002001oosmooz

8:0.03-0.02-0.01:0.03 0.01 :0.0:
g7 um.o.oo 002 0.07-0.01,
g
2

6.0.02:0.02-0.01 0.02 0.03 0.06 -0.010.02 0.07 0.00-0.020.07

s-o.os-o.olﬂo.oz 0.01 -o,oo.o.oo 0.02

4-0.00+0.03 0.04 -0.00-0.00 0.00-0.01-0.01 0.09 ZX 0.01 0.00

0.02-0.01-0.00

0.05-0.00

3.0.01 0.06 0.00 0.01 0.00 0.00 0.04 -0.000.00-0.02-0.010.06
2-0.01;

00-0.00-0.03 0.00-0.010.02 0.01-0.020.01 0.02
1-0.02-0.010.00-0.00-0.000.07 0.02 0.01 0.00 0.00-0.00-0.00

i 2 3 4 5 6 7 8 9 1011 12
layers

(a) POS-cross-ling

12-0.04 0.05 0.01-0.01-0.05,

.020.01-0.050.01 0.03 0.02

11-0.00-0.01-0.03-0. m. 0.01 0.01-0.03-0.010.01 0.02-0.02

u.uc 0.020.03 nrn uu)-a.oc—c.m 0.040.03 0.02

9-0.01 0.02-0.01-0.010.05 0.01 0.03-0.01-0.000.00 :0.050.01

ERX0.08 oz-o.osﬂo.uz 0.00-0.000.00 0.01

7-0.04 0.03 0.01 0.05-0.000.02 0.02 0.01-0.02-0.00-0.01-0.03

10

heads

s. .020.01-0.030.03 0.01-0.010.04 0.01-0.01-0.010.02
5-0.000.01-0.04 0.01 SBE.0.05-0.01 0.00 -0.04-0.018 0.00

4-0.0108F!0.01 0.02 oauooz -0.01-0.02{% 0.01

0.03-0. Olm

4 5 6 7 & 9 10 11 12
layers

(e) PI-cross-ling

12-0.02]

. 0.03-0.04 0.00| ro.oo-o.os-o.oqm.oz 0.01
11-0.02:0.05 0.00 0.03-0.01-0.01 0.01 0.01 0.06-0.04-0.03-0.04

10-0.0240.07-0.00 0.01 -

040.02 0.02 BE10.01 0.00 0.04 0.04

o.n»o.nam 01

-0.010.07

9-0.02 (1881 0.030.06 0.04 110,02
8-0.04 (BT 0.03 mrn 00-0.040.01-0.01)

7-0.05-0.050.00 0.03 -0.00-0.01-0.01-0.03-0. 0.06-0.05

heads

6~o,os~0,02‘5.m -0.04. 0,07.-0 020.06 0.03 0.01 0.00 0.05

.03 BKE-0.020.01 -0.01 0.020.02 0.01

3-0.000.04 0.00 CEUEBTRRE! .os»n.uz 0.000.00 0.01

2-0.010.04 0.02-0.00-0.02 0.00-0.00-0.03 0.02 0.00 0.05-0.04

1-0.00 0.04 0.00-0.010.00 0.07 0.00 0.01 0.00 0.00-0.010.01

i 2 3 a4 5 6 7 8 9 1011 12
layers

(b) POS-multi-ling
12-0.01 ﬂ .010.03 (

11-0.01 0.02-0.00-0.03;

Xi710.08 0.08 (X7} E 0.03 0.00 0.01

.uuﬁo.oz WL 0.02 0.01-0.02; o.ns‘
9-0.01-0.03-0.02-0.020.05 -u,ozn 0.02-0.00-0.01:0.04 0.00
8-0.02 0.04 0.01 0.00 0.01-0.03-0. ono.oa 0.00-0.02-0.02

7-0.03-0.04-0.010.01 0.03 UREI n.oan.oq-u,oz. .02-0.01

heads

6-0.01-0.02 0.00:0.04 0.02 0.02 (X8 0.01-0.00-0.01 0.04

5-0.000.00 0.00 0.01 JMGE-0.06 0.01 »0.02. 0.02.0.01
4-0.01-0.04-0.050.05 [iB¥3 0.110.11] .olﬁa.ol 0.00

3”0 o L8B! 0.00 0.04 0.03-0.02-0.00-0.010.02

2-0.01-0.040.06-0.00-0.05 0.00 n.ozw 0.02-0.01-0.02

1-0.02-0.020.01-0.010.01 0.03 0.02 0.00-0.000.00-0.000.01
i 2 3 4 5 6 7 8 9 1011 12
layers

(f) PI-multi-ling

12-0.01-0.03(114 o.mﬂm m»o.om 020.02 0.01

11-0.02-0.02-0.01-0.02-0.00 0.04 0.02-0.030.04-0.01-0.010.04
10 0.020.02 0.00-0. mﬂ-o.oan.uﬁ.az—o.non,m

9-0.04110-0.03-0.02

(7]-0.03-0.03-0.010.04 0.01

01

8-0.02-0.000.01 0.04 0.01-0.02[d
7-0.00 0.00-0.030.02 o.cuﬁo‘os -0.03-0.03 o.osﬁ-o.u
6-0.03-0.03-0.01-0.00 0.01-0.01:0.04 0.03 0.00-0.000.00 0.01

ﬁu.oo -ovcu.

3 LIELNT] 0.00 0,01 -o.oi(o 000.04 0.01 0.00-0. 01-0.01.

0.000.00-0.01-0.020.04

3
3
2

1:0.040.00 0.01-0.00 ovuu.o 02 0.00-0.010.00-0.00-0.00
4 8 9 10 11 12

2 3 4

(c) NER-cross-ling
12-0.000.02-0. nzm .050.91 0.00 0.01 0.02 0.02

11-0.02 n.m. 0.000.01 n.oz‘ 0.01 nm‘ro.naro.oo 0.00-0.01

10-0.11-0.050.02-0.03 0.00-0.06-0.01-0.04 0.00-0.01-0.02 0.00

-0.02-0.070.02

9-0.000.01-0.030.00-0.01-0.030.02-0.03

8-0.01-0.080.02 -0. 05. 0. 01. -0.0( 0.00 0.01 0.01
P . .010.02 0,01 0.02-0.040.01-0.01- 004 .05-0.01
£ 60 04-0.01. .020.02-0.01-0.04[X740.04 0.00-0.010.02

5-0.050.02-0.040.02-0.08 0.02 0.02 0.03-0.01 0.00-0.04 0.00

4 11-0.02 0.02 -0.08-0.09-0.06X1-0.00 0.00

3-0.0¢ 0.00-0.1 0.02[30.04-0.000.02 0.01-0.05

2/0.02-0.07,

1Mn.m~ .na

12 3

0.00-0.01-0.03-0.09-0.04-0.00-0.03

-0.01-0.02 0.00 0.01 0.01-0.00-0.000.00

9 10 11 12

7
layers

(g) SA-cross-ling

12-0.01-0.030.06-0.03 1K XBELNEY0.05 -0.05-0.01 0.04 -0.01

11-0.01-0.030:07-0.02.0.04 0.06 0.02-0.03 0.01-0.06-0.01 0.05

10-0.05508%1-0.010.04 0.01-0.01 o.o:o.cm 040.01 (X

9-0.03(6£1.0.03-0.010.01:0.05 0.02 0.02 0.05-0.02{0111:0.01
8-0.010.05 0.03-0.040.02-0.010.01-0.010.01-0.01-0.01 0.01

7-0.00-0.03+

040,03 0.02 0.03 0.03-0.03-0.02 0.02-0.03-0.04

02-0,040,02. ,05.0 01-0.010.01-0.00

3
g
2

6-0.04-0.03-

5-0.040.01 . 0.01:0.05 0.02-0. 01-0,02 0. 01-0.05

0.01-0.02/0.04 0.010.060.04 0.00

4 ORERIRE.0.020.01|

1:0.05-0.000.01 oonooaomoolomuoo -0.000.00

708 9 10 11 12

(d) NER-multi-ling
12-0.03 0.01 0.01 .—0.0

11.0.03-0.010.01-0.010.01

0.01-0.020.01 0.01 0.04 0.02

.03-0.030.02

10 om. 0.01-0.01-0.05 0.02-0.08 0.01 0.00 0.03 0.01
9-0.03 0.00-0. 03. -0.070.01-0.030.01 0.02-0.04 0.01
8-0.01-0. 04.0‘01 QOD’E-0,0I0,0LD 020.02 0.00

2 7.0.01 -0.020.01-0.00-0.050.03 -ovuz-o.oum
g
2

6-0.03-0.010.01 -0,04. 0.04-0.04{X40.02-0.010.01 0.02

000.01 .o.nz -0.030.02

0.00-0.050.03 0.00

.05-0.03

5-0.03-0.00-0.05 0,02

4.0,01.

£-0.010.00-0. ns. 04}

.n.mro 01-0.01-0.00-0.01 0.01-0.00-0.03 0.00 0.00 [k

2

7
layers

(h) SA-multi-ling

Figure Al: The probing results of the POS-cross-ling, POS-multi-ling, NER-cross-ling, NER-multi-ling, PI-cross-
ling, PI-multi-ling, SA-cross-ling, and SA-multi-ling on the POS task (the UD dataset). The most contributive
attention heads are marked in green, and the least contributive heads are marked in red.
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Figure A2: The probing results of the POS-cross-ling, POS-multi-ling, NER-cross-ling, NER-multi-ling, PI-cross-
ling, PI-multi-ling, SA-cross-ling, and SA-multi-ling on the NER task (the WikiANN dataset). The most contributive
attention heads are marked in green, and the least contributive heads are marked in red.
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Figure A3: The probing results of the POS-cross-ling, POS-multi-ling, NER-cross-ling, NER-multi-ling, PI-cross-
ling, PI-multi-ling, SA-cross-ling, and SA-multi-ling on the PI task (the PAWS-X dataset). The most contributive
attention heads are marked in green, and the least contributive heads are marked in red.
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Figure A4: The probing results of the POS-cross-ling, POS-multi-ling, NER-cross-ling, NER-multi-ling, PI-cross-
ling, PI-multi-ling, SA-cross-ling, and SA-multi-ling on the SA task (the MARC dataset). The most contributive
attention heads are marked in green, and the least contributive heads are marked in red.
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