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Abstract
Large Language Models (LLMs), exemplified001
by the likes of ChatGPT, have marked signifi-002
cant strides in the field of Natural Language003
Processing, earning widespread acclaim for004
their multitasking prowess. However, as the005
demand for cross-lingual applications escalates,006
the issue of response consistency in different007
linguistic contexts within LLMs becomes in-008
creasingly apparent, particularly in terms of009
knowledge-based queries. This study is com-010
mitted to a profound evaluation of cross-lingual011
consistency in the knowledge embedded within012
LLMs. Existing research on knowledge-based013
cross-lingual consistency is notably scarce and014
suffers from conspicuous limitations. To ad-015
dress these shortcomings, we have constructed016
a factual knowledge dataset based on Wikidata,017
spanning five domains and twelve languages.018
Furthermore, we propose a novel set of met-019
rics for evaluating cross-lingual consistency of020
knowledge, incorporating cross-lingual seman-021
tic consistency, cross-lingual accuracy consis-022
tency, and cross-lingual timeliness consistency.023
Leveraging this newly constructed dataset and024
evaluation metrics, we have undertaken a com-025
prehensive evaluation and analysis of six repre-026
sentative open-source and closed-source mod-027
els1.028

1 Introduction029

In recent years, the rapid development of Large030

Language Models (LLMs) has led to significant ad-031

vancements in natural language processing (NLP),032

e.g., ChatGPT2, Llama (Touvron et al., 2023b) and033

Baichuan (Yang et al., 2023). These models have034

shown remarkable performance across various NLP035

tasks, including machine translation (Jiao et al.,036

2023), and question-answering (Bang et al., 2023).037

With the increasing demand for global applica-038

tions and the necessity to accommodate diverse lin-039

guistic communities, the multilingual capabilities040

1All code and data released at xxx
2https://chat.openai.com/
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Figure 1: The ChatGPT exhibits variability in outcomes
when the identical query is articulated in diverse lan-
guages.

of LLMs have gained significant importance. Un- 041

fortunately, in practical applications, LLMs often 042

generate inconsistent responses to identical ques- 043

tions posed in different languages. For example, 044

as shown in Figure 1, ChatGPT generates the re- 045

sponses “Paris Saint-Germain (PSG)” for the En- 046

glish query “Which team does Lionel Messi play 047

for?" and “巴塞罗那足球俱乐部” (Chinese trans- 048

lation of “FC Barcelona”) for the Chinese query 049

“利昂内尔·梅西效力于什么球队？” respec- 050

tively. 051

Therefore, evaluating the cross-lingual consis- 052

tency of the knowledge embedded in LLMs has 053

become a crucial task. We need to ensure that 054

these LLMs maintain robust, reliable and consistent 055

performance when processing different languages. 056

This not only helps to enhance the multilingual 057

processing capabilities of LLMs but also has sig- 058

nificant implications for meeting the demands of 059

global applications. 060

However, current research on the cross-lingual 061

consistency of large models is very limited. Qi 062

et al. (2023) first proposed the concept of the cross- 063

lingual consistency of knowledge, constructed a 064

multilingual aligned knowledge dataset BMLAMA 065

based on existing datasets, and proposed a consis- 066
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tency measurement method RankC based on per-067

plexity ranking. However, this research still has068

some shortcomings that need to be improved: in069

terms of the dataset, the covered domains and re-070

lationships are monotonous, making it difficult to071

comprehensively measure the actual performance072

of the models; in terms of evaluation metrics, the073

model’s answer is not autoregressively generated074

by models, creating a gap between the metric and075

the practical application, and making it unsuitable076

for evaluating closed-source models; furthermore,077

a single ranking metric cannot fully measure the078

performance of cross-lingual consistency of knowl-079

edge in the model.080

In light of this, this paper constructs a Mul-081

tilingual Aligned Knowledge-based Question-082

Answering dataset (MAKQA) based on Wikidata,083

which includes 12 languages across 6 domains, and084

proposes three innovative cross-lingual consistency085

of knowledge evaluation metrics: cross-lingual se-086

mantic consistency (CLSC), cross-lingual accuracy087

consistency (CLAC), and cross-lingual timeliness088

consistency (CLTC). We select six prevalent LLMs089

and conduct a comprehensive evaluation and anal-090

ysis of them using these metrics.091

Main Contributions:092

• We construct a multilingual aligned093

knowledge-based question answering dataset094

(MAKQA) covering 5 domains and 12095

languages, providing effective support and096

assistance for research on the cross-language097

consistency of knowledge in LLMs.098

• We design a set of evaluation metrics aimed099

at assessing the cross-lingual consistency of100

knowledge in LLMs, including cross-lingual101

semantic consistency, cross-lingual accuracy102

consistency, and cross-lingual timeliness con-103

sistency.104

• Through the dataset and evaluation metrics,105

we conduct evaluations and analyses on mul-106

tiple open-source and closed-source LLMs.107

We find that: (i) The knowledge embedded108

in LLMs exhibits a significant clustering phe-109

nomenon based on language families in terms110

of cross-lingual consistency; (ii) The cross-111

lingual consistency of knowledge shows dis-112

tinct language distribution rules and imbal-113

ance phenomena, and this imbalance does114

not get compensated with the increase in115

model size; (iii) The cross-lingual consistency116

Domain #Entity #Rel #QA pairs
Sports 50 9 253
Movie 49 17 432
Science 49 12 492
History 45 12 389
Geography 94 6 286
Literature 50 5 165
Timeliness 129 2 136

Table 1: Satistics of the MAKQA dataset used in our
analysis.

of knowledge remains stable, unaffected by 117

prompt variations; (iv) There is a correla- 118

tion between the cross-lingual consistency of 119

knowledge in LLMs and their multilingual 120

translation capabilities. 121

2 Dataset 122

Before embarking on the construction of a new 123

dataset, we conduct an in-depth evaluation of exist- 124

ing factual knowledge datasets. We observe that, 125

despite the multilingual alignment achieved by BM- 126

LAMA (Qi et al., 2023), a multilingual factual 127

knowledge dataset, the knowledge it encompasses 128

is predominantly concentrated in the field of ge- 129

ography. This bias limits its utility for compre- 130

hensively assessing the cross-lingual consistency 131

of knowledge in LLMs. On the other hand, fac- 132

tual knowledge datasets that have not achieved 133

multilingual alignment are unable to effectively 134

measure the cross-lingual consistency of knowl- 135

edge. Attempts to extend these datasets to multi- 136

ple languages using automatic translation engines 137

may introduce translation errors, thereby impacting 138

the reliability of the results. Given these factors, 139

we decide to develop a new multilingual aligned 140

knowledge question-answering dataset to more ac- 141

curately and comprehensively evaluate the cross- 142

lingual knowledge consistency of LLMs. 143

We utilize Wikidata as the fundamental data 144

source for establishing our dataset. We collect en- 145

tity names in English from diverse sources and sub- 146

sequently, through Wikipedia, we acquire knowl- 147

edge triplets associated with these entities. From 148

these triplets, we selectively retained those knowl- 149

edge triples that contained key relations. In addi- 150

tion, we capitalized on the feature that every entity 151

in Wikipedia is logged with its multilingual names, 152

thereby expanding English knowledge triples to 153

multilingual aligned knowledge triples. Notably, 154
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we only employed translation engines as supple-155

ments for specific language names missing from156

some entities in Wikipedia when necessary. Finally,157

we transformed knowledge triples into knowledge158

question-answer pairs using GPT-4 (OpenAI et al.,159

2023), yielding our Knowledge QA dataset.160

Using this methodology, we construct a Mul-161

tilingual Aligned Knowledge-based Question-162

Answering dataset (MAKQA) that encompasses163

twelve languages: English (En), German (De),164

Dutch (Nl), French (Fr), Spanish (Es), Italian (It),165

Portuguese (Pt), Greek (El), Russian (Ru), Chi-166

nese (Zh), Japanese (Ja), and Korean (Ko). Con-167

currently, the dataset covers knowledge from six168

fields: sports, movie, science, history, geography,169

and literature, as detailed in Table 1.170

To fulfill the need for evaluating the cross-lingual171

timeliness consistency in LLMs, we construct a172

timeliness dataset. To ensure the reliability of the173

dataset and respect for privacy, we choose to use174

the clubs and leagues that well-known athletes par-175

ticipate in as the background for the questions. All176

the information used is publicly available and can177

be found on Wikipedia. The methodology for data178

construction as previously described is employed179

in the creation of this dataset. Within the dataset,180

the answers are systematically arranged in chrono-181

logical order, reflecting the sequence of the events.182

This dataset serves not only for evaluating the183

cross-lingual consistency of LLM in the domain184

of knowledge but also aids in delving deeply into185

the disparities in common knowledge and question-186

answering abilities of LLM under different lan-187

guage environments, and their strengths and weak-188

nesses. We will release the dataset in the hope of189

fostering research in related fields.190

3 Experiments191

To evaluate the performance of current state-of-192

the-art LLMs, we selected five highly acclaimed193

LLMs and examined their variants of different194

scales. Specifically, we chose the closed-source195

model GPT-3.5 (Ouyang et al., 2022), as well as the196

open-source models Bloomz (Muennighoff et al.,197

2022) and Llama2 (Touvron et al., 2023a) (which198

claim to support multiple languages), Baichuan2199

(Baichuan, 2023) and Mistral (Jiang et al., 2023,200

2024) (which claim to only support a few high-201

resource languages). To assess the impact of mod-202

els of different scales on cross-lingual consistency,203

we measured variants of each open-source model204

Model CLSC CLAC CLTC
GPT-3.5 0.7712 0.4555 0.4798
Bloomz-560m 0.6217 0.2031 0.0655
Bloomz-1b 0.6267 0.2669 0.1015
Bloomz-3b 0.6339 0.2830 0.1196
Bloomz-7b 0.6229 0.3110 0.1433
Llama2-7b 0.6891 0.2172 0.2236
Llama2-13b 0.6796 0.3179 0.2072
Baichuan2-7b 0.695 0.3360 0.2115
Baichuan2-13b 0.7154 0.3404 0.2426
Mistral-7b 0.6676 0.2683 0.2381
Mixtral-8x7B 0.7655 0.4059 0.297

Table 2: The main result of assessing the cross-lingual
consistency of knowledge in LLMs.

with parameter sizes less than 70b. We utilized the 205

LLAMA-factory (Hiyouga, 2023) to develop an 206

API that faithfully reproduces the models’ perfor- 207

mance in real-world usage scenarios. 208

We used the 5-shot in-context learning strat- 209

egy to guide the models in providing responses, 210

in order to mitigate the impact of different mod- 211

els’ instruction-following abilities on the answers. 212

Specifically, in each domain, we meticulously se- 213

lect 20 cases from the dataset to serve as examples. 214

During each inference process, we would choose 5 215

of these examples to serve as cases for in-context 216

learning. The prompts used during the inference 217

process are provided in the appendix. All our exper- 218

iments were conducted on four A100-PCIE-40GB 219

GPUs. 220

4 Evaluation 221

In order to comprehensively evaluate the cross- 222

lingual consistency of the model, we introduce 223

three progressively hierarchical metrics, namely 224

cross-lingual semantic consistency (CLSC), cross- 225

lingual accuracy consistency (CLAC), and cross- 226

lingual timeliness consistency (CLTC). These met- 227

rics impose higher requirements on the cross- 228

lingual consistency of the model. In this section, 229

we will provide a detailed description of each met- 230

ric and compare the performance of different mod- 231

els on these three metrics. 232

4.1 Cross-Lingual Semantic Consistency 233

The Cross-Lingual Semantic Consistency (CLSC) 234

aims to measure the consistency of knowledge 235

across different languages in LLMs. In other words, 236

we intend to assess whether a model provides con- 237
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sistent answers when faced with the same questions238

in different languages, to determine the consistency239

of knowledge stored in the model across different240

languages.241

4.1.1 Method242

To evaluate the semantic consistency of model re-243

sponses to identical questions posed in various244

languages, we employ LASER (Heffernan et al.,245

2022), a multilingual semantic encoding model, to246

encode the responses generated by the model in247

different languages. We systematically examine all248

possible language pair combinations, computing249

the cosine similarity of the semantic vectors for250

each pair. Subsequently, we derive an average of251

these similarities, which provides us with a cross-252

lingual semantic consistency score for the model.253

This computation process is detailed in Formula 1.254

CLSC =
1

L(L− 1)

L∑
i=1

L∑
j=1
j ̸=i

consisti,j

consisti,j =
1

N

N∑
s=1

cos_similarity(V (ansis), V (ansis))

(1)255

In Formula 1, ansis denotes the answer provided256

by the model for the s-th question in language i. L257

and N respectively denote the number of languages258

and the total number of question-answer pairs in259

the dataset. V (.) signifies the vector representation260

post LASER encoding, and cos_sim(.) represents261

the computation of cosine similarity.262

4.1.2 Result263

The CLSC scores for each model are presented in264

the first column of Table 2. Firstly, we observe vari-265

ations among different models. The closed-source266

model GPT-3.5 performs the best in CLSC, with a267

score of 0.7712, surpassing all open-source models.268

Among the open-source models, Mixtral-8x7b per-269

forms the best with a score of 0.7655, significantly270

outperforming other open-source models. Despite271

Mixtral claiming to only support a limited num-272

ber of high-resource languages, it exhibits better273

performance in CLSC.274

Secondly, we observe a significant improvement275

in the performance of Mixtral as the number of276

model parameters increases. However, it is note-277

worthy that Mixtral modifies the model structure278

compared to Mistral by incorporating the MOE279

(Mixture of Experts) structure (Fedus et al., 2022)280

in the FeedForward blocks. In Baichuan2 models, 281

we note a minor increase in CLSC scores as the 282

model size grows. Yet, in the Bloomz and Llama2 283

models, we do not observe the impact of model 284

size on CLSC. Therefore, we infer that merely in- 285

creasing the size of the model may not effectively 286

enhance the CLSC score. 287

To enhance our understanding of the distribution 288

of semantic consistency across various language 289

pairs, we conduct a detailed analysis and visualize 290

the results. These heatmaps represent the seman- 291

tic similarity scores between all language pairs for 292

these four open-source models of 7b size, depicted 293

in Figure 2. The analysis illuminates a notable 294

pattern: the CLSC scores between languages are 295

profoundly influenced by their linguistic families. 296

Specifically, languages within the Germanic lan- 297

guage family (English [En], German [De], Dutch 298

[Nl]) and the Indo-European-Romance language 299

family (French [Fr], Spanish [Es], Italian [It], Por- 300

tuguese [Pt]) demonstrate a pronounced level of 301

semantic consistency amongst themselves. In con- 302

trast, their semantic alignment with languages out- 303

side these families is markedly lower, thereby il- 304

lustrating a clustering trend. We further employ 305

hierarchical clustering based on CLSC scores to 306

group languages, and obtain the same conclusion, 307

with the experimental results provided in the ap- 308

pendix. 309

Finally, we independently compute the scores 310

for five representative models across six domains, 311

as depicted in Table 3. The findings reveal that the 312

CLSC scores of these models fluctuate noticeably 313

across the varied domains. Nevertheless, in a gen- 314

eral sense, GPT-3.5 surpasses other models in all 315

evaluated domains. Among the open-source mod- 316

els, Baichun2-7b exhibits superior performance 317

in four out of the six domains, while Bloomz-7b 318

consistently underperforms in all domains. These 319

observations suggest that although variations in 320

knowledge across diverse domains can impact the 321

CLSC in LLMs, they do not act as a definitive 322

determinant. 323

4.2 Cross-Lingual Accuracy Consistency 324

This section aims to evaluate the consistency of the 325

accuracy of the model’s responses across different 326

languages. Accuracy serves as the most critical and 327

straightforward metric for evaluating the model’s 328

performance in diverse languages, given that it mir- 329

rors the model’s effectiveness in downstream tasks. 330

Moreover, the consistency of accuracy across nu- 331
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Figure 2: Distribution of average cosine similarity across languages.

Model Sports Movie Science History Geography Literature
GPT-3.5 0.8029 0.738 0.7511 0.7607 0.8241 0.788
Bloomz-7b 0.6326 0.5814 0.6133 0.6411 0.7006 0.6165
Llama2-7b 0.6944 0.6894 0.7373 0.6328 0.7053 0.6368
Baichuan2-7b 0.7241 0.6466 0.6936 0.6976 0.7451 0.692
Mistral-7b 0.6593 0.6946 0.7061 0.6454 0.6607 0.6283

Table 3: CLSC domain result

merous languages necessitates superior standards332

for the model’s cross-lingual consistency of knowl-333

edge. This implies that the knowledge embedded334

in different languages should not only be identi-335

cal but also accurate. Consequently, we introduce336

the Cross-Lingual Accuracy Consistency metric337

(CLAC).338

4.2.1 Method339

We commence by establishing a metric for accu-340

racy, computed using theFuzz3 method to deter-341

mine the partial ratio between the answer and the342

groundtruth. An answer is deemed correct if the343

ratio meets or exceeds 75%, thereby receiving a344

label of 1; otherwise, it is assigned a label of 0.345

This metric facilitates an evaluation of the model’s346

answer accuracy across diverse languages, and it347

mitigates the risk of erroneous judgments engen-348

dered by exact matching. Subsequently, we employ349

the Spearman correlation coefficient to ascertain350

the correlation of accuracy results between every351

pair of languages. The average value across all352

language pairs is utilized as an indicator of cross-353

lingual accuracy consistency.354

Moreover, we must also take into account the355

potential for multiple answer entities within the356

responses. To manage this scenario, we initially357

partition the answers and subsequently match each358

entity with the potential answers. Ultimately, we359

compute the mean of the scores for all entities pre-360

dicted by the model to derive the accuracy score361

for the given question.362

3https://github.com/seatgeek/thefuzz

4.2.2 Result 363

Upon examining the experimental results delin- 364

eated in the second column of Table 2, we ob- 365

serve that different models exhibit similar trends 366

in terms of accuracy consistency and semantic con- 367

sistency. Specifically, the closed-model GPT-3.5 368

outperforms all other Language Learning Models 369

(LLMs), and Mixtral demonstrates the best perfor- 370

mance among the open-source models. 371

In contrast to semantic consistency, our findings 372

suggest that accuracy consistency experiences a 373

marked augmentation with the escalation in model 374

size. This trend is particularly conspicuous in the 375

Bloomz series models. We infer that such improve- 376

ments may be attributable to the enhanced capabil- 377

ities of the model as a result of the expansion in 378

model parameters, thereby increasing the overall 379

accuracy of the model. Ultimately, it leads to a 380

significant improvement in its cross-lingual consis- 381

tency in accuracy scores. 382

To evaluate the preferences of LLMs for CLAC 383

across different languages, we plot the average 384

CLAC scores of each language in relation to other 385

languages (as illustrated in Figure 3).Our inves- 386

tigation reveals that the GPT-3.5 model exhibits 387

a commendable level of consistency in perfor- 388

mance across different language pairs, with a rela- 389

tively uniform distribution of accuracy consistency 390

among various languages. Notably, while Greek 391

displays the lowest average correlation, it nonethe- 392

less achieves a correlation coefficient of approx- 393

imately 0.4. In stark contrast, the open-source 394
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Figure 3: Average cross-lingual accuracy consistency scores of LLMs in different languages.

LLMs under examination, except Mixtral, demon-395

strate a pronounced disparity in the distribution of396

accuracy consistency among different languages,397

with Greek and Korean, for example, registering398

an average correlation coefficient of less than 0.1.399

Furthermore, from the figure, we see that across all400

evaluated models, there is a significantly higher av-401

erage correlation coefficient with languages belong-402

ing to the Germanic and Indo-Romance families as403

opposed to languages from other families. This ob-404

servation suggests that the CLAC exhibits a corre-405

lation with linguistic families, predominantly man-406

ifesting within high-resource language families,407

more specifically, within the European languages.408

Lastly, our study also uncovers that while augment-409

ing the size of the model may yield marginal im-410

provements in cross-lingual accuracy consistency,411

it falls short of addressing the stark imbalances in412

consistency distribution observed across languages.413

4.3 Cross-Lingual Timeliness Consistency414

The primary aim of this section is to assess the415

disparities in the timeliness of responses across var-416

ious languages. As illustrated in Figure 1, the act of417

posing time-sensitive queries in distinct languages418

frequently results in receiving answers with vary-419

ing degrees of timeliness. To precisely quantify420

the differences in response timeliness among differ-421

ent languages, we develop a novel metric termed422

Cross-Lingual Timeliness Consistency (CLTC).423

4.3.1 Method424

We adopt a similar approach to CLAC to assess425

the answers generated by the model. We utilize426

a fuzzy matching technique predicated on the par-427

tial ratio to ascertain the correspondence between428

the entities in the model’s responses and those in429

the pre-established ground truth answer list. the 430

models are scored based on the inverse of the rank 431

assigned to the corresponding entity within the an- 432

swer list. We calculate the Spearman correlation 433

coefficient across the scores obtained for various 434

language pairs and compute their average to obtain 435

the CLTC score of the model. 436

4.3.2 Result 437

The third column in Table 2 presents the CLTC 438

scores of all models. It is evident that GPT-3.5 439

achieves a score of 0.4798, markedly surpassing 440

the performance of other models. This discrepancy 441

in performance becomes increasingly pronounced 442

as the evaluation criteria shift from CLSC to CLTC, 443

highlighting GPT-3.5’s superior capability in cross- 444

lingual tasks. Additionally, for the Bloomz and 445

Baichuan2 models, the CLTC scores exhibit an 446

increasing trend with the increase in model size. 447

We compute and plot the average correlation 448

coefficient between each language and all other 449

languages, as illustrated in Figure 4. This figure 450

reveals a parallel trend between CLTC and CLAC 451

metrics: (i) All models demonstrate superior cross- 452

lingual consistency between the languages of the 453

Germanic and Indo-Romance families, as com- 454

pared to other languages; (ii) An increase in model 455

size does not effectively address the issue of imbal- 456

anced distribution of CLTC. 457

5 Discussion 458

In Section 4, we conduct a comprehensive evalu- 459

ation of LLMs with a focus on the cross-lingual 460

consistency of knowledge across three distinct di- 461

mensions. Next, centering on Cross-Lingual Se- 462

mantic Consistency (CLSC), we investigate factors 463

that may affect consistency performance: prompt 464
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Figure 4: Average cross-lingual timeliness consistency scores of LLMs in different languages.

Model Prompt1 Prompt2 Prompt3
Bloomz-7b 0.6229 0.6208 0.626
Llama2-7b 0.6891 0.6748 0.6739
Baichuan2-7b 0.695 0.6999 0.6853
Mistral-7b 0.6738 0.6713 0.6676

Table 4: CLSC scores of LLMs using different prompts.

Figure 5: Distribution of Chrf++ scores for translations
across languages.

and multilingual translation.465

5.1 Is cross-language consistency466

prompt-sensitive?467

Firstly, we evaluate the robustness of CLSC468

in LLMs by scrutinizing the impact of varying469

prompts. To accomplish this, we employ not470

only the original questions (hereafter referred to471

as Prompt1) but also devise two distinct sets of472

new questions, denoted as Prompt2 and Prompt3.473

Prompt2 follows a standardized question template,474

incorporating relations and head entities to gener-475

ate questions. Prompt3 is derived by rephrasing476

the original questions using GPT-4. By comparing477

the model’s performance on these three types of478

questions, we can effectively evaluate the extent of479

variation in cross-lingual consistency of knowledge480

Figure 6: Average cross-lingual accuracy consistency
scores and average translation scores for LLMs in dif-
ferent languages.

under disparate prompts. We tabulate the experi- 481

mental results in Table 4. 482

We observe that the models display minor vari- 483

ations in performance when subjected to different 484

prompts. Specifically, the Bloomz-7b model reg- 485

isters performance scores of 0.6229, 0.6208, and 486

0.626 under disparate prompts, respectively. Nev- 487

ertheless, it is imperative to highlight that despite 488

these minor discrepancies, the overall shift in per- 489

formance is not statistically significant. This indi- 490

cates that the assessment of cross-lingual consis- 491

tency in LLMs is largely impervious to the choice 492

of prompts. These results infer that large language 493

models exhibit a commendable degree of robust- 494

ness and reliability in CLSC. 495

5.2 Is cross-language consistency relevant to 496

translation? 497

Secondly, our research aims to investigate the 498

correlation between CLSC and the multilingual 499

translation capabilities of LLMs. To achieve this, 500

we select 12 languages from the Flores-200 de- 501

vtest dataset (NLLB Team, 2022), forming a test 502
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set that encompasses a total of 132 translation503

directions. We select two models, Bloomz-7b504

and Baichuan2-7b, and evaluate their performance505

across all translation directions utilizing the Chrf++506

metric (Popovic, 2017). Figure 5 delineates the507

performance distribution of these models.508

From the figure, it can be observed that the dis-509

tribution of LLMs’ multilingual translation abil-510

ity follows a similar pattern to the distribution of511

their CLSC. More precisely, the models exhibit512

markedly superior translation performance within513

the Germanic language family (En, De, Nl) and the514

Indo-European-Romance language family (Fr, Es,515

It, Pt). In contrast, their performance is relatively516

subpar in other translation directions. Furthermore,517

we have noted that for languages within the Ger-518

manic and Indo-European-Romance language fam-519

ilies, the models’ translation performance is sig-520

nificantly elevated when these languages are used521

as the target language compared to the source lan-522

guage. However, this particular trend is not ob-523

servable for languages belonging to other language524

families.525

We plot Figure 6 to show the correlation between526

the multilingual translation capabilities of LLMs527

and their CLAC. In the figure, the darker points528

within each color represent the average translation529

performance of the model across all translation530

directions that include the respective language. The531

lighter points indicate the model’s average CLAC532

score in that language relative to other languages.533

Based on the figure, it can be inferred that a534

discernible positive correlation between the multi-535

lingual translation capabilities of LLMs and CLAC536

can be observed. This correlation is not merely con-537

fined to different models, but it also persists within538

the same model across a variety of languages.539

6 Conclusion540

Our research focuses on the evaluation and analysis541

of the cross-lingual consistency of knowledge in542

LLMs:543

• We construct a Multilingual Aligned544

Knowledge-based Question-Answering545

dataset (MAKQA), which covers 12 lan-546

guages and 5 domains. With this dataset, we547

comprehensively evaluate the cross-lingual548

consistency of knowledge in LLMs.549

• We develop an evaluation metric system550

grounded in three key aspects: semantic con-551

sistency, accuracy consistency, and timeliness552

consistency. Utilizing this metric system, we 553

carry out evaluations on a range of widely- 554

used LLMs. 555

• Through our analysis of LLMs, we have un- 556

earthed several intriguing phenomena. Firstly, 557

we observed clear language distribution pat- 558

terns and imbalances in the cross-lingual con- 559

sistency of knowledge in LLMs. Notably, 560

the imbalances are not mitigated by simply 561

increasing the model size. Secondly, the 562

cross-lingual consistency of LLMs remains 563

relatively stable despite changes in prompts. 564

Lastly, our research reveals a discernible posi- 565

tive correlation between the multilingual trans- 566

lation capabilities of LLMs and their CLAC. 567

7 Limitations 568

In this paper, we conduct experiments on 12 lan- 569

guages and 5 LLMs to evaluate the cross-lingual 570

consistency of knowledge in LLMs. It is, however, 571

crucial to acknowledge that the implications drawn 572

from our study may not be universally applicable to 573

all LLMs. Therefore, to ensure the validity and gen- 574

eralizability of our findings, further research needs 575

to be conducted on a wider range of languages and 576

models. 577

Furthermore, it is noted that this paper is exclu- 578

sively dedicated to the evaluation and analysis of 579

the cross-lingual consistency of knowledge. Our 580

future research will primarily focus on exploring 581

how to improve the cross-lingual consistency in 582

LLMs at a lower cost. This will help to address 583

inconsistency issues that currently exist between 584

different languages in LLMs and provide a more 585

reliable foundation for practical applications. 586
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A Appendix 786

A.1 CLSC languages’ results 787

A.2 System prompt 788

In this section, we will present the system prompt 789

used in the evaluation process of LLMs： 790

You are a helpful assistant. Please respond to
user questions about factual knowledge, fol-
lowing four rules:
1. Provide direct answers without explaining
or repeating the question.
2. Ensure your answers are as concise as pos-
sible.
3. If the answer involves multiple entities,
separate them with ", ".
4. Use the same language as the user.
5. If you don’t know or can’t answer the ques-
tion, strictly respond with "I don’t know"; do
not provide any other response.

791

A.3 CLSC Experiments 792

We adopt the hierarchical clustering method to di- 793

vide all languages into four clusters based on their 794

average cross-lingual consistency scores. The clus- 795

tering results are shown in Table 5. The cluster- 796

ing results align with our observations: there is a 797

clear clustering phenomenon in the cross-lingual 798

consistency of the models. For the Germanic lan- 799

guage family (En, De, Nl) and the Indo-European- 800

Romance language family (Fr, Es, It, Pt), the se- 801

mantic consistency between them is very high, 802

while the consistency with other languages is rela- 803

tively low. 804
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Model Cluster1 Cluster2 Cluster3 Cluster4
Bloomz-7b ’En’, ’De’, ’Nl’, ’Fr’, ’Es’, ’It’, ’Pt’, ’Ru’, ’Zh’ ’El’ ’Ja’ ’Ko’
Llama2-7b ’En’, ’De’, ’Nl’, ’Fr’, ’Es’, ’It’, ’Pt’, ’Ru’ ’El’ ’Zh’ ’Ja’, ’Ko’
Baichuan2-7b ’En’, ’De’, ’Nl’, ’Fr’, ’Es’, ’It’, ’Pt’, ’Ru’, ’Zh’ ’El’ ’Ja’ ’Ko’
Mistral-7b ’En’, ’De’, ’Nl’, ’Fr’, ’Es’, ’It’, ’Pt’, ’Ru’ ’El’ ’Zh’, ’Ja’ ’Ko’

Table 5: CLSC languages cluster
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