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ABSTRACT

Entropy regularization is a commonly used technique in reinforcement learning to
improve exploration and cultivate a better pre-trained policy for later adaptation.
Recent studies further show that the use of entropy regularization can smooth
the optimization landscape and simplify the policy optimization process, which
indicates the value of integrating entropy into reinforcement learning. However,
existing studies only consider the policy’s entropy at the current state as an extra
regularization term in the policy gradient or in the objective function, while the
topic of integrating the entropy into the reward function has not been investigated.
In this paper, we propose a shaped reward that includes the agent’s policy entropy
into the reward function. In particular, the agent’s entropy at the next state is added
to the immediate reward associated with the current state. The addition of the
agent’s policy entropy at the next state, instead of the policy entropy at the current
state as used in the existing maximum entropy reinforcement learning framework,
considers both state and action uncertainties. This distinguishes our work from the
existing maximum entropy reinforcement learning framework via providing better
action exploration and better control policies. We also show the addition of the
agent’s policy entropy at the next state yields new soft Q function and state value
function that are concise and modular. Hence, the new reinforcement learning
framework can be easily applied to the existing standard reinforcement learning
algorithms while inheriting the benefits of employing entropy regularization. We
further present a soft stochastic policy gradient theorem based on the shaped
reward and propose a new practical reinforcement learning algorithm. Finally, a
few experimental studies are conducted in the MuJoCo environment to demonstrate
that our method can outperform the existing state-of-the-art reinforcement learning
approaches

1 INTRODUCTION

Reinforcement learning (RL) (Sutton & Bartol 2018), one main research area in machine learning,
deals with sequential decision-making problems, such as gaming (Silver et al.,|[2016; Berner et al.|
2019), robotics manipulation (Kober et al., 2013; Johannink et al., 2019), marketing and advertising
(Zhao et al.,[2021). The advances of RL algorithms, especially deep RL algorithms, have shown the
advantages of yielding human-level or better-than-human-level performance in, e.g., Go and Atari
games (Silver et al.,|2016; Mnih et al., 2015). The continuous development of new RL theories as
well as hardware can potentially play an important role in achieving human-level intelligence in the
near future. The key research question for reinforcement learning is to find a control policy that
maximizes the expectation of cumulative reward where the rewards are collected by the learning
agent via interacting with the environment using the control policy. Since the cumulative reward acts
as the metric for evaluating the performance of a control policy, the reward function that generates
the immediate reward for the learning agent during the interacting process is an essential element in
the algorithmic development of RL approaches.

The existing RL approaches can be mainly categorized into value-based, policy-based, and actor-
critic methods. The value-based methods, such as Q-learning (Watkins & Dayan,|1992) and SARSA

!'Source codes for this work can be found at https:/github.com/ResearchSharedCode/Generalized-Maximum-
Entropy-RL.
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(Sutton & Barto} 2018), focus on learning the optimal value function and then deriving the control
policy from the obtained value function via selecting the action with the best value. On the other
hand, the policy-based methods, such as REINFORCE (Williams, |1992) and cross entropy method
(Szita & Lorincz, 2006), focus on building a representation of the policy explicitly and optimizing
its parameters through policy gradient (Sutton et al.,2000) or derivative free (Leonetti et al.,[2012)
techniques to find the optimal policy directly. A combination of the two fields is the actor-critic
method (Konda & Tsitsiklis| [2000), which updates the control policy in an approximate gradient
direction based on information provided by the value function. Although there are a variety of
approaches for solving RL problems, the classical ones can hardly be used to solve tasks with large
state and/or action spaces. Thanks to the power of deep neural networks and the improved computing
capabilities such as graphics processing units (GPU), deep reinforcement learning, an integration
of deep neural networks and RL, can potentially solve the decision making tasks with large state
and action spaces. In particular, the neural network serves as a high-capacity function approximator
and hence provides a superior tool for modeling the value function and the control policy. Important
algorithms have been developed recently, such as DQN (Mnih et al.,|2015), DDPG (Lillicrap et al.}
2015), TRPO (Schulman et al., 2015), PPO (Schulman et al., 2017), and A3C (Mnih et al.,[2016).
However, the important exploration-exploitation issue (Wang et al., 2019) has not been properly
addressed in these methods. In other words, the learning agent may not explore the environment
enough to yield stable and good control policies, especially in the hard-exploration (Ecoffet et al.,
2019) problems.

To address the exploration issue, several techniques have been proposed. For example, the classical
epsilon-greedy technique forces the learning agents to select random actions with probability e
and execute the optimal actions with the probability of 1 — e. Hence, the learning agents have a
probability of e to randomly explore the action space. Another technique is Boltzmann exploration,
which represents the policy as a Boltzmann distribution. Consequently, the stochastic behaviors
will encourage the agent to explore the environment. To the best of our knowledge, the existing
strategies mainly focus on solving the exploration problem in a utilitarian way with limited efforts
on creating an exploration-driven deep reinforcement learning framework. To fill in this gap, we
seek to propose a generalized reinforcement learning structure that enables the learning agent to be
driven by “curiosity”. It is worth mentioning that an exploration strategy adopted in (Zheng et al.|
2018) shares a similar idea. In particular, the strategy, inspired by the work in psychology (Oudeyer
& Kaplan, 2008), is to augment the environment reward (extrinsic reward) with an additional bonus
signal (intrinsic reward). As the strategy involves the process of designing a reward function, its
scope is different from this paper.

In this paper, we focus on developing a new exploration-driven deep reinforcement learning approach
based on the entropy regularization. In particular, we reshape the reward function (Ng et al.|
1999) by including the policy’s entropy at the next state into the immediate reward of the current
state, where the policy’s entropy is considered as the intrinsic reward. We name this new approach
“generalized maximum entropy reinforcement learning”. Different from the existing maximum entropy
reinforcement learning that includes the policy’s entropy at the current state as a regularizer that only
considers action uncertainty, the proposed approach considers both state and action uncertainties. The
process of encoding the state uncertainty into the entropy value can provide better exploration because
the action entropy at the current state is computed based on a known state without state uncertainty.
In other words, adding the policy’s entropy at the next state directly connects the future policy’s
entropy subject to both state and action uncertainties with the policy improvement. Hence, our
approach can provide better exploration. Moreover, the shaped reward function has three additional
benefits: (1) a more concise definition of both soft Q-function and state value function than the ones
from the existing maximum entropy reinforcement learning framework, (2) a general structure that
is applicable to various reinforcement learning algorithms for better exploration, and (3) a simpler
estimation of the policy gradient because there is no need to train a soft value network. To further
demonstrate the modularity of the shaped reward, we present a soft stochastic policy gradient theorem
based on the new reward and propose a simple and practical off-policy soft stochastic policy gradient
algorithm. Finally, we compare the new algorithm with prior state-of-the-art RL approaches in several
Mujuco environments. The results show our algorithm can outperform the existing algorithm in
most simulation environments, which illustrates the effectiveness of the proposed exploration-driven
method.
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2 RELATED WORK

Entropy regularization is a commonly used technique in reinforcement learning to improve explo-
ration, cultivate a better pre-trained policy for later adaptation (Haarnoja et al.,[2017), and stay robust
in the face of adversarial perturbations (Ziebart,2010). A recent study (Ahmed et al.;|2019) has further
shown that the entropy can smooth the optimization and simplify the policy optimization process,
which indicates the extra benefit of considering the policy’s entropy in reinforcement learning. In the
A3C algorithm (Mnih et al., 2016), the authors found that adding the policy’s entropy to the objective
function can improve exploration. However, the entropy term is only employed to regularize the
policy gradient with the value function remaining the same as defined in the standard reinforcement
learning. Meanwhile, a maximum entropy reinforcement learning framework was formulated when
considering the policy’s entropy term in the value functions.

Recently, a few approaches have been proposed based on the aforementioned framework. Among
them, SAC (Haarnoja et al., 2018) is one of the notable methods. In particular, SAC defined its state
value function as the Q-function plus the policy’s entropy at the same state, where the Q-function
can be computed iteratively using the Bellman backup operator. With the calculated value functions,
the authors then proposed the policy improvement step by minimizing Kullback-Leibler divergence
between the current policy and the policy expressed in an energy-based model. SAC has been proved
to be a successful deep RL method. However, it is not straightforward for applications with discrete
action. In addition, SAC does not need to calculate and include entropy in the Q-function while our
approach directly includes entropy in the Q-function. In contrast to SAC, the estimation of our policy
gradient is simpler because we do not have to train a soft value network. Another relevant work is
reported in (Shi et al., 2019), which follows the same problem setting but updates the policy through
policy gradient. The gradient can be simply derived by taking the derivative of both the Q-function
and entropy regularizer with respect to the policy parameters. However, estimating the Q-function
is a key issue. Specifically, an extra target policy is required for calculating the entropy regularizer
when estimating the Q-function. Moreover, the policy gradient proposition can hardly be generalized
to the standard reinforcement learning approaches.

3 PRELIMINARIES

In this section, we will briefly review the standard reinforcement learning and maximum entropy
reinforcement learning frameworks.

3.1 STANDARD REINFORCEMENT LEARNING

The goal of reinforcement learning is to find a policy 7 that maximizes the expectation of discounted
cumulative reward through trial and error (Sutton & Barto, 2018). The learning process itself can
be modeled as an agent interacting with the environment modeled by a Markov decision process
M, which is tuple of < S, A, T, R,~v >. In particular, S is the set of states. A is the set of actions.
T is a state transition function specifying, for each state, action, and next state, the probability that
the next state occurs. R is the reward function that describes the reward associated with a state or
a state-action pair. -y is the discount factor. Here, we assume that the environment reward function
r € R is determined by the current state s € S and action a € A, i.e., r; = r(st, as), where t is the
time step. Accordingly, the standard reinforcement learning problem can be formulated as

T = arg max Z E(s,.00)~pn [Vtr(st, at):| ) (D
t=0

where a; = 7(a¢|s:) and p, is state-action marginal distribution given a policy 7. The collected
rewards can formulate value functions, which are critical components in the optimal policy searching
process, especially for deep reinforcement learning. In particular, the value functions can either
generate optimal policy directly or supervise the policy learning step. Their definitions, i.e., state-
action value Q™ (s¢, a;) and the state value V™ (s;), are given as follows

Q7 (s¢,a¢) = r(s¢,a¢) + E VT E (s1,05)mpn [T (815 1)
it : 2
Vﬂ(st) = EatN‘n'(at|st)Q7T(5ta at)
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The Q-function and state value function defined in equation [2|satisfy the Bellman backup equation in
equation [3| which is a useful tool for estimating the value functions.

Qﬂ(sh at) = T(Stv at) + 7E31+1~p(5t+1\St,at)vﬂ(st-‘rl)' 3)
The standard reinforcement learning framework provides a fundamental platform for the development
of various RL algorithms. However, the learning agent under this setting may encounter exploration
issues. In other words, the corresponding RL algorithms are often not robust, especially in the
presence of model and estimation errors.

3.2 MAXIMUM ENTROPY REINFORCEMENT LEARNING

To address the exploration issue and improve robustness, a new type of reinforcement learning
algorithm, namely, maximum entropy reinforcement learning, has been developed. The goal of
maximum entropy reinforcement learning is to maximize the expectation of discounted cumulative
reward augmented with an entropy regularized term, given by

7= argmax Y By, |1 (st a1) + aH(]s1) |, )
t=0
where H(:[st) = —Eq,~n(a,|s;) 10g T(a¢|s¢) and a is the temperature parameter that controls the

degree of entropy regularization. Under the maximum entropy reinforcement learning setting, the
learning agent aims to succeed at the task while acting as randomly as possible, which encourages
exploration and helps prevent early convergence to sub-optimal policies. The Q-function here is
redefined as soft Q-function given by (Haarnoja et al., 2018)

Qﬂ(sta at) = T(stv at) + Z’YiitE(s,y,a,y)Npﬂ [r(si, ai) + aH(‘Sz)] (5)
i>t
To ensure that a similar Bellman backup equation as equation [3 holds under the maximum entropy
reinforcement learning setting, the new state value, named as soft state value, is defined as

vﬂ(st) = Eatwﬂ'(aﬂst) {@ﬂ(st’ at) - alOgﬂ-(atLSt)} . (6)

With the redefined Q-function and state value function, different RL approaches, e.g., SQL (Haarnoja
et al.,|2017) and SAC (Haarnoja et al., [2018), have been developed. However, the definitions of
value functions are more complicated than the ones in standard reinforcement learning algorithms.
Moreover, the previous RL procedures and theories are not applicable in the maximum entropy RL
setting. Hence, it is important to create a new RL setting that can not only comply with the existing RL
algorithms but also inherit the advantages of the maximum entropy reinforcement learning. To address
this need, we will provide the formulation of a new generalized maximum entropy reinforcement
learning setting in the next section.

4  GENERALIZED MAXIMUM ENTROPY REINFORCEMENT LEARNING

We consider a new framework by including the policy entropy term at the next state in the environment
reward function, i.e.,

rﬂ—(sh at) = T(Sta at) + aEst+1~p(st+1|st,at) [H(|8t+1)} . (7N
Note that we enclose the policy’s entropy at the next state here, which is different from the previous
entropy regularization that considers its entropy at the current state. Intuitively, we believe that
maximizing the policy’s entropy at the next state should achieve better exploration than maximizing
the entropy at the current state because the current one has already been visited. In addition, the
entropy term is not used as a regularizer but an intrinsic reward. Hence, the value functions under
this framework can be directly obtained from the standard RL framework. In other words, the new
framework is a more generalized version of maximum entropy reinforcement learning, which keeps
the maximum entropy properties and is also applicable to various RL algorithms. We name the new
framework as generalized maximum entropy reinforcement learning. Hence, we formulate the new
generalized maximum entropy reinforcement learning as
o0
T = argmngE(smt’stﬂ)NB" [,Ytrﬂ(shat)}, )
t=0
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where 3™ is the state-action-state marginal distribution given a policy 7. Based on the new framework,
the structure of the soft Q-function and soft state value function are given by

Q;)ft(sta at) =17 (s¢,a¢) + Z’yiitE(SiyaiysHl)Nﬁw [TW(S“ ai)]
i>t 9
ngﬂ(st) = Eatwr(atISt)Q;)ft(Sta at).

Hence, the Bellman backup equation in equation [3|is also satisfied, namely,

Qsorc (8¢5 at) =17 (88, at) + VB, op(sips|si,ar) Veort(St41)- (10)

To further demonstrate the modularity of the new value functions, we next present a generalized soft
policy gradient theorem.

A typical way to solve reinforcement learning is the policy gradient method (Sutton et al.,2000). In
particular, the policy gradient method targets at modeling and optimizing the policy directly, where
the policy 7 is modeled as a parameterized function with respect to . Without loss of generality,
let the loss function for the policy under the generalized maximum entropy reinforcement learning
setting be denoted as J(0), i.e.,

J(0) = D Eopasngnsms |77 (s1,02)] an
t=0

we have the following theorem regarding the gradient of the loss function.

Theorem 4.1. Assume that the policy mg(als) is differentiable with respect to its parameter 0. The
gradient V¢J(0) can be computed as

VoI (0) o Ey.a.5)opo [vg log 7(al$)QT% (s, a) + ave’H(-|s')} . (12)
Proof. The proof is given in Appendix [A.T] O

5 SOFT STOCHASTIC POLICY GRADIENT ALGORITHM

In this section, we will present a practical deep RL algorithm named as soft stochastic policy gradient
(SSPG) approach, which is derived based on the generalized maximum entropy reinforcement learning
setting described in Section ]

5.1 SOFT STATE VALUE APPROXIMATION

Based on equation[9)] the soft state value function can be approximated by the sampled soft Q-function,
ie.,

N
™ 1 iy 7
Viah(s) ~ 5 > QU(se.ap), (13)
i=1

where N is the number of sampled actions in the current policy distribution 7y (a;|s;). Hence, the
policy 7y can be trained by maximizing the soft state value given by

N
e 1 Ky 3
T (0) = Exyreao ) Vo (51) 2 By avo (s0) 37 D, Quo (51 Mo aisr))- (14)
i=1
5.2 SOFT Q-FUNCTION APPROXIMATION
The soft Q-function Q3% (s¢, a¢) can be represented by one function approximator. In particular,

we model it by a neural network parameterized with ¢ for large continuous environments, which is
denoted as Qgg (st, at). The soft Q-function parameters can be trained to minimize the soft Bellman
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residual given by
1 iy Iy Uy 2
JQ((b) = E(st,at)Np”(? |:§ (Q¢9 (sta at) - 9(8t7 at) - 7E5t+1~p(st+1\St,at)‘/sot?t(st-l‘l)) i|

1 iy T T 2
= E(st,at,st+1)~ﬂ”9 b (Q¢9(St7 at) -r Q(Styat) - VVS(,E(StH)) }

N
1 ™ i 1 ™ i) 2
~ E(st,at,st+1)~1\/l |:§ (Qd;e (Stv at) -r Q(Stv at) - ’}/N ; Q¢9 (St+17 a )) :|

N
1 T 1 T i) 2
= E(s,a0,8041)~M [§(Q¢9 (st,a0) — (8¢, a) — oH(-|s41) — TNV Z Q3 (st41,0a ) },
=1
(15)

where M is the replay memory that stores history transitions and a® ~ g (+|s;1) is sampled from the
current policy my. The goal of optimizing equationis to find a parameter ¢ such that Qg" (s¢,at)

matches r(s;, a;) + oM (|si41) + 7% >N Q7' (st+1,a"). Notice that the entropy H(+|s¢41) is
purely determined by the current policy my. To keep the gradient information of the entropy term
for the optimization process in equation we propose to use Qge (st, at) to represent the standard
Q-function, i.e.,

N
1 1 )
Jo(0) = E(s;,a1,8041)~M b (Qgs (8,a¢) — (8¢, a0) — N Z Qge(swh az))ﬂ» (16)
i=1

where ¢ is the parameter for the target network Qg" (st, a;) and this target network is used to stabilize
the Q-function learning process. The soft Q-function can then be approximated by

Q:;)(gft(sta at) = Qgg (Stv at) + aESt+1NM Zviitr}{(wsi-l-l)' (17)

1=t
5.3 PSEUDOCODE

The pseudocode of SSPG is provided in Algorithm [I. In particular, the proposed approach saves
the history transitions and uses it to update the neural network parameter ¢. The current policy is
then updated based on the policy gradient, which is calculated from the soft Q-function. To improve
exploration at the start of training, the agent takes actions sampled from a uniform random distribution
over valid action space when the number of running steps is below the start steps. Afterwards, the
action sampling procedure is conducted by its own policy distribution.

6 EXPERIMENTS

In this section, we will compare our method with several prior reinforcement learning algorithms on
a range of challenging continuous control tasks in the MuJoCo environment (Todorov et al.,[2012).
In particular, we compare our method with (1) trust region policy optimization (TRPO) (Schulman
et al., 2015), (2) proximal policy optimization (PPO) (Schulman et al.||[2017), and (3) soft actor critic
(SAC) (Haarnoja et al.,[2018). We also extract the existing results from (Shi et al.,|2019) for deep
soft policy gradient (DSPG) method and deep deterministic policy gradient (DDPG), and results
from (Wang & Ba, 2019) for model-based policy planning methods in action space (POPLIN-A),
model-based policy planning methods in parameter space (POPLIN-P) methods, and twin delayed
deep deterministic policy (TD3), respectively. The extracted results are compared with those from
our method in a tabular form.

6.1 SETUP

In the implementation of our SSPG method, we construct two neural networks to represent the
soft Q-function and the policy, respectively. To stabilize the soft Q-function learning process, a
target network is created and updated based on the learned parameter ¢. We also adopt the idea of
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Algorithm 1 Soft Stochastic Policy Gradient (SSPG) Algorithm

1: Initialize parameter vectors 6, ¢, ~

2: Initialize the target network Qg" (8¢, a) with ¢ < ¢

3: Initialize replay buffer M

4: Set batch_size, start_steps, target_update_interval, N, A
5: numsteps = 0, updates =0

6: for each iteration do

7 Reset initial observation state sg

8 for each step do

9: if numsteps > start_steps then
10: Sample an action a;: a; ~ mo(-|s¢)
11: else
12: Sample a; from a uniform distribution over valid actions
13: Execute a; and collect (s, at), S¢41
14: Store transition (sy, ag, (¢, at), S¢+1) in M
15: numsteps += 1
16: if len(M) > batch_size then
17: Sample batch_size transitions (s, at, (¢, at), S¢4+1) from M
18: Sample N actions a’ from g (+) for each state s;1
19: Compute the critic loss Jg(¢) in Eq. o:quationlﬂL
20: Update the critic by minimizing the loss
21: Calculate the entropy #(+|s:+1) based on 7 (+|S¢41)
22: Compute the actor loss in Eq. equation[I4]
23: Update the actor by maximizing the loss
24: updates += 1
25: if updates mod target_update_interval =0 then
26: Update the target network: ¢ < ¢ + (1 — A\)o

double Q-learning, which is proved in (Hasselt, 2010) that performance can be improved in most
environments. Meanwhile, the policy is represented by a multivariate Gaussian so that the entropy
can be easily calculated regardless of the action space as 1/2In det(2weX), where ¥ € R*** is the
covariance. Since the policy entropy is determined by the covariance only, the output of our neural
network that models the policy should include both the location 1 € R* and covariance 3. Note that
this may be different from the standard setting for policy’s neural networks, where the covariance is
often fixed to some value. The hyperparameters of our algorithm are listed in Appendix [A.2]

6.2 RESULTS

Figure E shows the average return of the training rollouts for SAC, PPO, TRPO, and our method.
The solid/dash curves correspond to the mean and the shaded region to the standard deviation of the
returns over five trials with different random seeds. More specifically, we compare the performances
among six different environments, i.e., Ant-v2, Hopper-v2, Reacher-v2, Swimmer-v2, Walker2d-v2,
and Humanoid-v2, where the environment specific parameters are provided in Appendix[A.3]

We can see from the results that our method outperforms all baselines on the tasks Hopper-v2,
Reacher-v2, and Walker2d-v2 and performs slightly better than SAC on the task (Ant-v2), both in
terms of learning speed and the final performance. For the high dimensional task of Humanoid-
v2, our method achieves comparably but much more stable results than SAC. The swimmer-v2 is
unsolvable for all tested algorithms given that the reward threshold for solving is around 340 for
the original swimmer-vl. As analyzed in (Wang & Bal [2019), the velocity sensor is on the neck
of the swimmer, which makes the swimmer extremely prone to local-minimum. It is of particular
importance to emphasize that the proposed SSPG method performs comparably or outperforms SAC
in all environments, which shows that the new generalized maximum entropy reinforcement learning
framework can provide better exploration than the existing maximum entropy reinforcement learning
framework to obtain good control policies.
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Figure 1: Training curves on continuous control benchmarks. Our method (solid blue curve) performs
consistently across all tasks and outperforming both on-policy and off-policy methods in the most
challenging tasks.

6.3 FINAL PERFORMANCE ON TOTAL REWARDS

To further compare with other state-of-the-art methods, we also extract the results from (Shi et al.}
2019) and (Wang & Ba,[2019). In particular, the results on DSPG, DDPG, POPLIN-P, POPLIN-A,
and TD3 are collected and presented in the Table 1. From the comparison, we can see that our method
can achieve a comparably better final performance than other methods. In particular, our method
outperforms the DSPG in all environments with a fairly large margin, which shows the advantage of
the proposed approach to obtain better control policies via more exploration. Moreover, our methods
can beat the model-based methods in most environments, further verifying that our method can
provide a high degree of exploration to avoid sub-optimal policies.

Table 1: The results for the average total rewards in the last episode training.

Methods HalfCheetah-v2 Ant-v2 Hopper-v2 Walker2d-v2 | Swimmer-v2
Ours 9297.1£457.8 6768.5+1107.5 | 3555.4+22.7 | 5722.9+324.9 78.7+27.1
DSPGT <7500 <3000 <3000 <5500 N/A
DDPG' <1000 < 1000 < 1500 <1000 N/A

POPLIN-P | 12227.9 + 5652.8 | 2330.1£320.9 | 2055.24+613.8 | 597.0+478.8 | 334.44+34.2*
POPLIN-A | 4651.1+ 1088.5 1148.4+£438.3 202.5£962.5 | -105.0£249.8 | 344.9+7.1*
TD3 218.9+£ 593.9 870.1£283.8 1816.64+994.8 | -516.4+£812.2 | 72.1£130.9

T results obtained from Figure 1 in (Shi et al.|[2019), where only the mean values are available.
* obtained with a modified swimmer by moving the sensor from the neck to the head.

7 CONCLUSION AND FUTURE WORK

In this paper, we proposed to include the next state policy entropy in the current state’s immediate
reward to shape the reward and then formulated a generalized maximum entropy reinforcement
learning framework. The new generalized maximum entropy reinforcement learning framework
can provide a more concise definition of soft Q-function and state value function. Moreover, it can
be easily applicable to the existing standard reinforcement learning algorithms. To demonstrate its
modularity, a soft stochastic policy gradient theorem was derived based on the new setting. We
further proposed a practical soft stochastic policy gradient algorithm and compared its performance
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with other state-of-the-art RL approaches. The comparison shows that the proposed method can
consistently outperform the existing methods.

Our future work includes (1) further implementation of the general soft policy gradient for different
policy gradient algorithms and performance comparison with other methods, (2) evaluation of the
proposed algorithms on physical robots, and (3) investigation of employing other regularization terms
(Yang et al., 2019) rather than the Shannon entropy as the intrinsic reward.
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