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Abstract

As real-world applications often require fur-001
ther fine-tuning for better downstream per-002
formance, we investigate the impact of such003
instruction fine-tuning on the general perfor-004
mance of large language models (LLMs). Us-005
ing standard LLM benchmarks, we observe sig-006
nificant degradation for tasks requiring more007
complex and compositional skills, as repre-008
sented by BBH benchmarks. On the other hand,009
model’s general capability for Knowledge Re-010
trieval, as indicated by MMLU scores across011
various domains seems to be relatively stable.012
Our finding sheds light on general degradation013
in model performance which is not confined to014
a specific domain but is more closely related015
to the type of capability involved where in this016
paper we benchmark two of them: Knowledge017
Retrieval and Knowledge Reasoning. Further-018
more, we examine how fine-tuning training019
data impacts performance by comparing the020
effects of knowledge-compatible data training021
versus knowledge-conflict data training across022
different benchmark datasets.023

1 Introduction024

Supervised fine-tuning (SFT) of Large Language025

Models (LLMs) has emerged as a mainstream ap-026

proach for enhancing the LLM performance on027

downstream tasks. Amongst all SFT technologies,028

Parameter-efficient fine-tuning methods, such as029

Low-Rank Adaptation (LoRA) (Hu et al., 2021),030

have gained popularity due to their efficiency and031

effectiveness, suggesting that LoRA can some-032

times serve as an alternative to full-parameter train-033

ing and is less prone to performance degradation034

as it shows a "learn less, forget less" type of035

behaviour (Biderman et al., 2024; Ghosh et al.,036

2024). However, while SFT helps downstream037

performance, it can also experience performance038

issues such as degradation on out of SFT domain039

data (Wang et al., 2023; Dong et al., 2024) or gener-040

ating more untruthful content after SFT (Gekhman041

et al., 2024). 042

We notice that in the literature, most of the SFT 043

issues pointed out are primarily based on domain- 044

specific evaluation using datasets such as GSM8K 045

(Cobbe et al., 2021) and HumanEval (Chen et al., 046

2021). While such evaluations give clearly model’s 047

performance on specific domains, it also bears the 048

limitation of missing a holistic view for model’s 049

inherent capability. To focus on model’s capability, 050

which aligns in spirit with KoLA benchmark (Yu 051

et al., 2024), in this work, we evaluate SFT effects 052

on two large and established benchmarks. Mas- 053

sive Multitask Language Understanding (MMLU) 054

dataset (Hendrycks et al., 2021) consists of multi- 055

choice problems encompassing numerous subjects 056

across various domains. A typical question is 057

shown in the left panel of Figure 1 and we use 058

this benchmark as a whole to test and represent 059

model’s capability for Knowledge Retrieval where 060

the model is tested to retrieve the correct knowl- 061

edge from its internal memory to choose the answer. 062

On the contrary, the Big Bench Hard (BBH) dataset 063

(Suzgun et al., 2022) consists of problems that are 064

highly compositional in nature, as illustrated in 065

the right panel of Figure 1 where the model is re- 066

quired to apply step-by-step reasoning to arrive at 067

the correct answer. We use this benchmark as a 068

representative for model’s Knowledge Reasoning 069

capability. 070

We test the SFT performance on Non_Conflict 071

version of Conflict QA (Xie et al., 2023) and ob- 072

serve a severe degradation in Knowledge Reason- 073

ing capability (e.g. on bbh_boolean_expressions 074

the performance dropped from 73.2% to 5.6%), 075

showing that Knowledge Reasoning capability is 076

a fragile capability during SFT. Since conflict QA 077

dataset is more aligned with Knowledge Retrieval 078

than Knowledge Reasoning, we also test if the 079

degradation can be largely mitigated by changing 080

training data to more align with Knowledge Rea- 081

soning. We choose to perform SFT on CoT Collec- 082
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tion dataset (Kim et al., 2023), which is designed083

to enhance reasoning abilities and is shown to im-084

prove performance for some LLMs for Knowledge085

Reasoning tasks. However, We observe that the086

model Knowledge Reasoning capability still de-087

grades significantly after SFT, only to a slightly088

lesser extent compared to the previous SFT setting089

using conflict QA.090

Finally, we compare if knowledge conflict with091

LLM internal knowledge in the training set will092

hurt model’s knowledge capacity where retrieval093

and reasoning are examined. We vary the conflict094

QA training set to Non_Conflict version as well as095

to the conflict version. We find that the knowledge096

conflict can hurt model’s retrieval performance, al-097

though it is commonly believed that LoRA fine-098

tuning primarily mimics the linguistic style of the099

training data (Ghosh et al., 2024).100

2 Datasets101

In this section, we first detail the benchmarks usu-102

ally composed of a suite of test datasets that we use103

to focus on model’s capability. Then we introduce104

the datasets on which we perform SFT, to investi-105

gate the influence of different training datasets.106

2.1 Evaluation Benchmarks107

MMLU108

We have selected the Massive Multitask Language109

Understanding (MMLU) benchmark to evaluate110

the model’s Knowledge Retrieval capabilities.111

This benchmark assesses the model’s proficiency112

across 57 subjects, covering a diverse range of113

fields including STEM, humanities, and social114

sciences. As illustrated by a typical question115

on the left panel in Figure 1, the dataset does116

not usually require multi-step reasoning; instead,117

correctly answering the question requires model’s118

proficiency in particular subjects and topics.119

120

BIG-Bench Hard (BBH)121

We have selected the BIG-Bench Hard (BBH)122

benchmark to evaluate the model’s Knowledge Rea-123

soning capabilities. BBH focuses on a suite of 23124

challenging tasks from BIG-Bench that are beyond125

the capabilities of language models at its release126

and still remain a challenging benchmark for LLMs.127

These tasks are highly compositional and require128

complex reasoning abilities to solve, often neces-129

sitating the use of Chain-of-Thought (CoT) (Wei130

et al., 2022) techniques for improved performance.131

A typical example of BBH is shown on the right 132

panel in Figure 1. 133

2.2 Instruction Finetuning Dataset 134

Conflict QA 135

We transform the Conflict QA Dataset (Xie et al., 136

2023) into two distinct instruction-tuning datasets, 137

both containing the same set of questions but differ- 138

ing in the types of answers provided. One dataset, 139

No_Conflict, features answers that harmonize with 140

the model’s parametric memory prior to SFT, while 141

the other includes answers that conflict with the 142

model’s internal beliefs. Both datasets are gener- 143

ated using GPT-4 and comprise 10,500 question- 144

answer pairs each. No_Conflict is a subset of the 145

original Conflict QA dataset, selected to match the 146

content and size of the conflict dataset for compar- 147

ative purposes. 148

CoT Collection 149

The CoT Collection dataset (Kim et al., 2023) 150

is an SFT dataset where not only the answers to 151

satisfy the questions/instructions are provided 152

but also its rationales; the dataset is designed to 153

enhance the step-by-step reasoning capabilities 154

language models (LMs) by giving explicitly the 155

reasoning process. In practice, it augments the 156

existing Flan Collection with an additional 1.84 157

million rationales across 1,060 tasks and is shown 158

to improve model reasoning capability across 159

benchmarks. 160

161

3 Experimental Results 162

3.1 Experiment Settings 163

We use LlaMA3 (AI, 2024), one of the most capa- 164

ble open-source LLMs, as our base model, specifi- 165

cally choosing the 8B parameter version. We em- 166

ployed the LlamaFactory framework (Zheng et al., 167

2024) for LoRA fine-tuning. The models were fine- 168

tuned over 5 epochs with a peak learning rate of 1e- 169

4. Experiments were conducted using 8 NVIDIA 170

3090 GPUs. To evaluate the performance on var- 171

ious knowledge tasks (i.e. Knowledge reasoning 172

and Knowledge retrieval), we used the OpenCom- 173

pass (Contributors, 2023) platform. Additional de- 174

tails regarding the SFT datasets, evaluation metrics, 175

and implementations are provided in the Appendix 176

A. 177
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Question: Which philosopher called the idea of
natural rights ’nonsense on stilts’?
A: Alan Gerwith
B: Emmanuel Kant
C: John Locke
D: Jeremy Bentham ✓

Question: Tamika lies. Raymond says Tamika tells
the truth. Willian says Raymond tells the truth.
Shaunda says Willian lies.
Elanor says Shaunda tells the truth.
Does Elanor tell the truth?
Answer: Yes

Figure 1: The left panel illustrates a Knowledge Retrieval Task within the MMLU dataset, while the right panel
shows a Knowledge Reasoning Task within the BBH dataset.

Figure 2: Impact of Fine-Tuning on Knowledge Reason-
ing Task Performance for Llama3. The figure compares
the performance of various models based on Llama3
(8B): the base model without fine-tuning (Llama3), fine-
tuning on a conflict QA dataset (Conflict), fine-tuning
on No_Conflict dataset (No_Conflict), and fine-tuning
on Chain-of-Thought collections (CoT).

3.2 Degradation Of Knowledge Reasoning178

Task179

As observed in Figure 2, the degradation in Knowl-180

edge Reasoning after instruction fine-tuning is evi-181

dent in the performance metrics for all SFT mod-182

els compared to Llama3 baseline evaluated on the183

highly compositional BBH dataset. While Llama3184

without further fine-tuning achieves BBH score of185

60.19, the SFT models after finetuning with Con-186

flict, No_Conflict, and Cot obtain BBH scores of187

42.6, 41.35, and 44.55 respectively, significantly188

underperforming the baseline.189

This stark contrast highlights a concerning trend:190

instruction fine-tuning, which aims to enhance191

model capabilities, seems to impair the models’192

inherent Knowledge Reasoning abilities as shown193

by the BBH benchmark degradation. We show194

here the BBH overall score while the performance195

for each task can be found in Appendix Table 2.196

Notably, we found the results on CoT Collection197

dataset (Kim et al., 2023) concerning. The dataset198

Dataset
Model

Llama3 Conflict No_Conflict Cot

mmlu-humanities 70.79 70.5 70.67 68.57
mmlu-stem 56.63 56.74 56.88 53.83
mmlu-social-science 76.39 76.54 76.82 74.86
mmlu-other 70.43 69.62 69.74 68.6
mmlu(Average) 67.17 66.98 67.16 64.99

Table 1: Performance of Llama3 models on MMLU
datasets. The table compares the results of the base
Llama3 model, and models fine-tuned on Conflict QA,
No_Conflict, and Chain-of-Thought (Cot) collections
across different subsets of MMLU. The results demon-
strate the stability of the Knowledge Retrieval Task,
with performance maintained within approximately one
percent before and after fine-tuning.

has demonstrated to be effective for some LLMs 199

to improve performance for the same Knowledge 200

Reasoning benchmarks (BBH). However, in our ex- 201

periments, we see that while the BBH overall score 202

improves from 42.6/41.35 to 44.55, the degradation 203

compared to the baseline model is still pronounced. 204

The result suggests that not only the degradation is 205

severe, but the approach to preserve such capability 206

might be far from trivial. 207

3.3 Influence on Knowledge Retrieval Task 208

Compared to Knowledge Reasoning task dramatic 209

changes after SFT, we observe that Knowledge Re- 210

trieval task performances are impacted by SFT to 211

a less extent. As shown by Table 1, the changes 212

compared to LLama3 baseline is not more than 2% 213

compared to 15% degradation observed in Knowl- 214

edge Reasoning performance change. 215

Typical knowledge training (No_Conflict) does 216

not help further SOTA model knowledge retrieval 217

performance as our fine-tuning data does not cover 218

all MMLU tested domains but we do not observe 219

significant degradation either (67.16 vs 67.17). The 220

CoT Collection training, on the other hand, signif- 221

icantly degrade the Knowledge Retrieval perfor- 222

mance (64.99 vs 67.17). Since CoT Collection 223

training performs the best amongst SFT for Knowl- 224
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edge Reasoning task, the result raises concerns the225

best approaches to ensure model general perfor-226

mance across different dimensions (Wang et al.,227

2023; Dong et al., 2024).228

3.4 The Impact of Knowledge Conflict229

Compared to fine-tuning on the conflict dataset, as230

shown in Table 1, the No_Conflict dataset exhibits231

less severe degradation in Knowledge Retrieval232

and performs better on every individual sub-dataset.233

Our observation can be related to (Gekhman et al.,234

2024) which shows that SFT on non conflicting235

dataset triggers less hallucinations. On Knowledge236

Reasoning task on the other hand, SFT on both237

datasets suffer from significant degradations. The238

details can be found in Appendix 2. 1239

4 Related Work240

Previous studies have extensively investigated241

model performance changes per domain after train-242

ing on popular supervised fine-tuning domain-243

specific datasets, such as those for code, math, and244

other domains (Wang et al., 2023; Ivison et al.,245

2023; Dong et al., 2024). Contrary to such a line246

of work, we examine model performance changes247

in terms of their capability at different levels, fol-248

lowing the spirit of (Yu et al., 2024). Our results249

show some preliminary fruits in this research di-250

rection: the Knowledge Reasoning capability is251

greatly hurt after SFT and it applies to various SFT252

settings in our experiments from normal SFT train-253

ing (Xie et al., 2023) to reasoning favoring COT254

training (Kim et al., 2023).255

Apart from SFT causing domain shifting is-256

sues (Wang et al., 2023; Ivison et al., 2023; Dong257

et al., 2024), (Gekhman et al., 2024) recently show258

that SFT can also raise some general concerns259

where models tend to generate more untruthful con-260

tent. However, different from (Gekhman et al.,261

2024), we conduct our experiments strictly follow-262

ing standard SFT recipes 2 while still observing sig-263

nificant degradations. We attempt to mitigate the264

degradation by using CoT Collection (Kim et al.,265

2023) which is supposed to enahance model’s rea-266

soning capbility. However, we continue to observe267

1If we examine the performance change at the sub-task
level, more than two-thirds (19 out of 28) of these tasks show
that the No_Conflict dataset performs better; however, the
overall score favors Conlict dataset SFT.

2For example, (Gekhman et al., 2024) performs SFT for
50 epochs while general SFT recipes only fine tune for 5
epochs.

high degradations in Knowledge Reasoning capa- 268

bility, raising severe concerns for effective SFT 269

to preserve model’s fragile Knoweldge reasoning 270

capability. 271

Finally, we investigate if knowledge conflicts 272

in the SFT training dataset have effects on the 273

resulting model performance. We observe that 274

both Knowledge Retrieval and Knowledge Rea- 275

soning capability suffer from knowledge conflicts 276

presented during pretraining although Knowledge 277

Reasoning degradation is not mostly attributed to 278

the conflicts. 279

5 Conclusion and Discussions 280

In this study, we investigate the impact of instruc- 281

tion fine-tuning on the overall performance of large 282

language models (LLMs), with a particular focus 283

on their capabilities in Knowledge retrieval and 284

Knowledge reasoning. Using established bench- 285

marks such as MMLU and BBH, we observe that 286

fine-tuning significantly degraded the models’ abili- 287

ties in tasks requiring complex reasoning, as shown 288

by our BBH results. This degradation is perva- 289

sive across various fine-tuning settings, indicating 290

a broader issue not confined to specific domains or 291

datasets. Notably, even with datasets designed to 292

enhance reasoning, such as the CoT Collection, the 293

degradation in reasoning abilities persisted, under- 294

scoring the challenges of preserving these capabili- 295

ties during fine-tuning. 296

We also investigate knowledge conflicting issues 297

during SFT. Our results reveal that knowledge con- 298

flict within the training dataset adversely affects 299

retrieval capabilities and Knowledge Reasoning ca- 300

pability, with a much more severe impact on the 301

latter. 302

These findings emphasize the necessity of a bal- 303

anced and potentially innovative approach to fine- 304

tune LLMs, ensuring that the enhancement of task- 305

specific performance does not compromise fun- 306

damental reasoning capabilities. Future research 307

should aim to develop fine-tuning strategies that 308

mitigate these degradation and explore methods to 309

better preserve and enhance the complex reasoning 310

abilities of LLMs. By addressing these challenges, 311

we can improve the overall efficacy and reliability 312

of LLMs in real-world applications. 313

6 Limitations 314

In this study, we used Llama3 as the base model for 315

our experiments, primarily because it is currently 316
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the most powerful open-source model available,317

with no other models possessing comparable capa-318

bilities. Our experiments focused solely on the ef-319

fects of fine-tuning using LoRA (Low-Rank Adap-320

tation). While LoRA fine-tuning targets a limited321

number of parameters and demonstrates stability322

in Knowledge Retrieval tasks, it does not exhibit323

the same level of stability in Knowledge Reasoning324

tasks. This is particularly noteworthy given that325

LoRA involves adjusting only a small subset of326

parameters; the observed degradation suggests that327

full-parameter fine-tuning, which involves signifi-328

cantly more parameters, would likely result in even329

greater instability and performance degradation.330

Our analysis differs from previous studies that331

evaluated model performance within specific do-332

mains or subjects. Instead, we analyzed the model’s333

capabilities in terms of Knowledge Retrieval and334

Knowledge Reasoning, akin to the spirit of the335

KoLA Benchmark’s focus on Knowledge Mem-336

ory and Knowledge Application. However, unlike337

KoLA, we did not design specific datasets to com-338

prehensively measure these capabilities.339
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dataset Llama-3-8b Conflict No_Conflict Cot

bbh-temporal_sequences 66.4 34 38.4 32
bbh-disambiguation_qa 43.2 17.6 30.8 50.4
bbh-date_understanding 61.2 27.2 65.6 47.2
bbh-tracking_shuffled_objects_three_objects 84.4 50 72.4 52.8
bbh-penguins_in_a_table 65.75 50.68 61.64 56.85
bbh-geometric_shapes 25.6 18.8 26.8 46
bbh-snarks 48.88 64.04 60.11 49.44
bbh-ruin_names 76.8 44 47.6 68.8
bbh-tracking_shuffled_objects_seven_objects 50.4 45.2 38.4 37.2
bbh-tracking_shuffled_objects_five_objects 67.6 53.2 65.2 50.8
bbh-logical_deduction_three_objects 83.2 53.6 64 51.2
bbh-hyperbaton 78.4 56 52 46.4
bbh-logical_deduction_five_objects 55.6 41.6 52 40.4
bbh-logical_deduction_seven_objects 42 34.8 44.4 41.6
bbh-movie_recommendation 56.4 21.2 28.4 66.8
bbh-salient_translation_error_detection 58.8 42.4 47.2 28.8
bbh-reasoning_about_colored_objects 69.6 21.6 33.6 41.2
bbh-multistep_arithmetic_two 49.6 28.8 30 23.6
bbh-navigate 78 83.6 39.6 82.8
bbh-dyck_languages 6.8 0.4 2.4 0.4
bbh-word_sorting 38.8 49.2 29.2 36.4
bbh-sports_understanding 87.2 86.4 17.6 38.8
bbh-boolean_expressions 73.2 5.6 10.4 72.4
bbh-object_counting 91.2 81.6 83.2 58.8
bbh-formal_fallacies 47.2 45.2 38 14
bbh-causal_judgement 20.86 0 1.07 12.83
bbh-web_of_lies 98 93.6 36.4 54.8
bbh 60.19 42.6 41.35 44.55

Table 2: The detailed results of Knowledge Reasoning Degradation
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