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Abstract

The spread of misinformation in online me-
dia has caused significant societal problems to-
day, underscoring the importance of verifying
claims before accepting them as real. In this
work, we design a hierarchical attention net-
work based automated claim verification mod-
ule. This architecture uses latent features from
the claim, all articles in the dataset related to
the claim as well as the most relevant infor-
mation extracted from the articles via a gating
unit. We show by ablation studies that this
trainable method of extracting most relevant in-
formation from articles results in better perfor-
mance compared to using cosine similarity met-
ric. We also show by ablation studies that us-
ing the most relevant information from articles
explicitly in the model results in better perfor-
mance metrics. The proposed model, Relevant
Information Enhanced Hierarchical Attention
Network (RIEHAN), outperforms the state-of-
the-art benchmark architectures on PolitiFact
dataset and performs comparably to the state-
of-the-art models on the Snopes dataset.

1 Introduction

Online media generates a large number of content
containing misinformation, unconfirmed news, or
biased claims. Such unverified claims pose a great
threat to all aspects of society from personal life to
public safety. To reduce the spread of misleading
content on the internet, some fact-checking systems
and debunking websites have been developed, such
as politifact.com and snopes.com. On-
line users can debunk claims by manually assessing
the credibility along with evidence (e.g. webpages,
quotations, etc.). However, this manual verification
process is time-consuming. Therefore, it is essen-
tial to develop automated claim verification tools.
Hence, fake news detection has attracted much at-
tention in recent years and a variety of automatic
claim verification methods have been developed.

(Castillo et al., 2011) utilized features from
user’s posting and re-posting to assess the cred-
ibility of a given content from social media. (Zhao
et al., 2015) detected early rumor information by
capturing enquiry patterns, such as ‘Is that ture?’,
really?” and ‘what?’. Some works like (Rashkin
et al., 2017) and (Wang, 2017) labeled claims to
construct a new dataset and train neural networks
on that. However, these methods only used textual
information from claims without external evidence
which could provide more insight into the credibil-
ity analysis.

Recently claim verification methods using exter-
nal documents retrieved from the web as evidence
have been proposed (Popat et al., 2017; Thorne
et al., 2018; Dungs et al., 2018). Following this
trend, (Popat et al., 2018) proposed a word-level
attention based neural network to design an explain-
able claim verification model. (Ma et al., 2019a)
focused on learning which documents are more
crucial to the automatic claim verification process.
(Vo and Lee, 2021) proposed a hierarchical atten-
tion mechanism combining word-level attention
and document-level attention to detect fake claims.
Although these methods make use of textual infor-
mation from evidence and even consider different
embedding levels, they do not identify the most
relevant information from the evidence and use it
more directly in the claim verification process.

In this paper, we propose a novel archi-
tecture, called Relevant Information Enhanced
Hierarchical Attention Network (RIEHAN) to ad-
dress the aforementioned limitation of existing
works. Our main contributions are:

* atrainable relevance feature extraction mech-
anism that captures the relation between the
claim and relevant articles and weights them
with the relevance metric;

¢ an architecture that combines latent features
from the claim, all related articles and the
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most relevant information from the articles
explicitly to verify a given claim;

* extensive evaluation on two standard public
datasets that show that our method performs
better or comparable to SOTA methods;

* ablation studies that show that using relevant
information explicitly performs better.

2 Related Work

Existing claim verification methods can be divided
into two categories: (i) evidence excluded methods
(Castillo et al., 2011; Zhao et al., 2015; Jin et al.,
2016; Rashkin et al., 2017; Wang, 2017) and (ii)
evidence aided methods (Popat et al., 2017, 2018;
Vo and Lee, 2019; Ma et al., 2019a; Vo and Lee,
2021).

The evidence excluded methods only focus on
the claim itself without using other supporting or
refuting text from outside the claim. (Castillo et al.,
2011; Zhao et al., 2015) extract different features
from linguistics and textual content to check fake
claims. (Jin et al., 2016) improves claim verifi-
cation performance by mining conflicting view-
points from social media. (Rashkin et al., 2017;
Wang, 2017) train a neural network on labeled
claim datasets to verify the unseen claim data sam-
ple.

Since extraneous articles can potentially be used
to support or refute claims, several researchers have
started to focus on evidence aided methods for
claim verification. (Popat et al., 2017) propose a
method for credibility assessment of textual claims
by leveraging the evidence and counter-evidence
retrieved online. Using this work as a basis, (Popat
et al., 2018) presents an end-to-end framework (De-
ClarE) for assessing the credibility of claims. The
framework combines the article and claims embed-
dings to predict the credibility score of the claim.
(Ma et al., 2019a) propose a neural network to rep-
resent the coherent evidence during the claim veri-
fication with a hierarchical attention mechanism.

The existing evidence included methods de-
scribed above use evidence in straightforward ways,
like concatenating the claim and related articles to-
gether without deeper information mining. Our
architecture is different from these works in several
ways: (1) we propose a trainable relevance feature
extraction mechanism to capture the relation be-
tween the claim and relevant articles (2) we then
combine latent features from the claim, the arti-
cles and the most relevant information from these

articles to verify the claim.

3 Proposed Model

Relevant Information Enhanced Hierarchical Attention Network
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Figure 1: The proposed Relevant Information Enhanced
Hierarchical Attention Network (RIEHAN).

We propose a novel model:  Relevant
Information Enhanced Hierarchical Attention
Network (RIEHAN) (shown in Fig 1), using
attention mechanisms (Vaswani et al., 2017) and
a gating mechanism that captures the correlation
between each claim and the relevant articles. The
trainable gate module extracts the most relevant
information from the related articles and explicitly
uses this as another feature in detecting if the
claim is false or true. In the next subsections, we
will demonstrate the relevant information feature
extraction and article latent feature extraction.

3.1 Relevant Information Feature Extraction

Let C; and Ag be the i claim and the rele-
vant article corresponding to Cj;, where j ranges
through all related articles. Let the concatena-
tion of all relevant articles for the ith claim be
AS = {AY, AL A2, .. A, ...}. We use the univer-
sal sentence embedding (USE) (Cer et al., 2018) to
generate the embeddings of the claim and the con-
catenated relevant articles, e and e, respectively.

In order to capture the information that is most

relevant to the claim from all the articles, we define



a trainable similarity matrix M, which captures
the similarity between the claim embedding vec-
tor, e, and concatenated article embedding vector,
ef. We call this the relevant information feature,
relevance{ ™2l and compute it as follows

relevanceS ™™ —article — 5Py @ a(e;) +b (1)

In the above equation, o is the sigmoid function, ®
is element-wise multiplication and the rest of the
parameters are defined as follows

alc;) = Wae§ + by 2
Blai) = Waej + bg 3)
m(ci,a;) = ef Mef 4)
P =m(c;,a;)5(a;) (5)

3.2 Article Latent Feature Extraction

(Chen et al., 2020) state that the latent feature can
also play an important role in misinformation de-
tection. Inspired by it, an h-layer multi head atten-
tion (MHA) module is used to extract the article
latent feature in this architecture: feature;. This
MHA module uses the scaled dot product attention
(Vaswani et al., 2017), which is given by

featuref (Q, K, V) ft QKT VvV (6)
eature; (@), K, V) = softmax

(2 /dk
where (), K and V are the query, key and value
matrices. In our case, Q = K =V = ¢ and dj, is
the dimension of the query and key vectors.

3.3 RIEHAN: Relevant Information
Enhanced Hierarchical Attention Network

The Relevant Information Enhanced Hierarchical
Attention Network (RIEHAN) merges three inputs
for the final verification as follows: (1) claim la-
tent feature, ef, (2) relevant information feature,
1"e1evancejflaim_3“rtiCle and (3) article latent feature,
feature] (shown in Fig 1). The three different fea-
tures are combined using another attention layer
followed by a linear layer and a softmax layer for

the final result.

4 Experiment

4.1 Experiment Setup

We implement all the models in Pytorch and train
them to minimize the cross-entropy loss function of
predicting the class label of claims in the training
set. The stochastic gradient descent (SGD) algo-
rithm (Ruder, 2016) is used as the optimizer for
training. We use 5-fold cross validation to prevent
over-fitting the model.

Statistics PolitiFact Snopes
True Claims 1,867 1,164
False Claims 1,701 3,177

Related Articles 29,556 29,242

Table 1: Dataset Statistics

4.2 Data

We test the RIEHAN on two publicly avaialable
datasets released by (Popat et al., 2018). In Poli-
tifact dataset, there are originally six labels: true,
mostly true, half true, false, mostly false, pants
on fire. We merge false, mostly false and pants
on fire into false claims and the rest are into true
claims. Each Snopes claim is labeled as true or
false. Details of the datasets are shown in Table 1.

4.3 Models

We provide the performance (in terms of accuracy
and F1 score) of several benchmark architectures
on the datasets. The comparisons are shown in
Table 2 and Table 3. The benchmark architectures
are described below.

* DeClare (Popat et al., 2018): is a completely
automated end-to-end neural network model
for evidence-aware credibility assessment. It
captures information from external evidence
articles and models joint interactions between
various factors.

« HAN (Ma et al., 2019b): is a hierarchical
attention network for claim verification with
the representations of relevant articles and ev-
idences. It focuses on the evidence represen-
tations by attending on the sentences instead
of each word.

e NSMN (Nie et al., 2019): is a model de-
signed to predict credibility score of claim by
using stance of the document with respect to
claim.

To inspect the influence of each component in
our model, we conduct ablation studies by remov-
ing or replacing different modules in our model.

* RIEAN: is the proposed network without ar-
ticle latent feature extraction.

* HAttN: is the proposed network without rele-
vant information feature extraction.

* RIEHAN: is the proposed Relevant Infor-

mation Enhanced Hierarchical Attention Net-
work.



Model ACC MacroF1 MicroF1
HAN - 0.5866 0.5912
NSMN - 0.6021 0.6043
DeClare - 0.6521 0.6535
RIEAN 0.6584 0.6566 0.6584
HAtN 0.6444 0.6422 0.6444
RIEHAN 0.6708 0.6686 0.6708
RIECosAN 0.6413 0.6358 0.6413
RIECosHAN 0.6382 0.6379 0.6382

Table 2: Performance on PolitiFact Dataset

Model ACC MacroF1 MicroF1
HAN - 0.6251 0.7280
NSMN - 0.6801 0.7613
DeClare - 0.7245 0.7881
RIEAN 0.7560 0.6693 0.7560
HAttN 0.7273 0.6118 0.7273
RIEHAN 0.7779 0.7127 0.7779
RIECosAN 0.7434 0.6612 0.7434
RIECosHAN 0.7583 0.6869 0.7583

Table 3: Performance on Snopes Dataset

¢ RIECosAN: is the RIEAN with the learnt
relevance, M, replaced by cosine similarity.

* RIECosHAN: is obtained by replacing M
by the cosine similarity in the proposed
RIEHAN.

4.4 Performance

We show experimental results of our model and
baselines in Table 2 and Table 3.

The detection results on PolitiFact dataset are
shown in Table 2, we can see that the Relevant
Information Enhanced Hierarchical Attention
Network (RIEHAN) performs best compared with
the other architectures on the PolitiFact dataset us-
ing the same experiment setup with an accuracy,
Macro F1 and Micro F1 of 0.6708, 0.6686 and
0.6708 respectively. The percentage increase over
the best baseline model is 2.53% for Macro F1 and
2.65% of Micro F1. The performance of RIEAN
in terms of Macro F1 and Micro F1 are 0.6566 and
0.6584, which is also better than all the benchmark
architectures.

The performance of RIEAN and RIEHAN point
to the fact that extracting the most relevant informa-
tion from all articles related to a claim and directly
using it to verify a claim can lead to better overall

performance.

We also note that, the performance of
RIECosAN and RIECosHAN in terms of F1 drop
compared with RIEAN and RIEHAN. This indi-
cates that the trainable similarity matrix, M, is
more efficient in capturing the relevance of arti-
cles and claims compared with the static cosine
similarity.

The detection results on Snopes dataset are
shown in Table 3, the performance of RIEHAN
is comparable to DeClare. The percentage differ-
ence is: 1.63% for Macro F1 and 1.30% for Micro
F1 compared with the best baseline architecture.
The comparison between proposed architectures
with relevant information feature extraction and
those without relevant information feature extrac-
tion shows that the relevant information feature ex-
traction is meaningful to improve the performance
of claim verification.

5 Conclusion

We proposed the Relevant Information Enhanced
Hierarchical Attention Network (RIEHAN), using
attention mechanism and a gate module that cap-
tures relevant information from articles related to
the claim. We find, through ablation studies, that
explicitly including this relevant information in the
architecture works better than using latent features
derived only from the entire articles. We also show
that using a trainable gate architecture works bet-
ter than using a cosine similarity metric to capture
relevance information.
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