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Abstract

This paper introduces a new PAC framework for scenario decision-making problems. Sce-
nario decision making consists in making a decision that satisfies a probabilistic constraint
(also called a chance constraint) from finitely many sampled realizations (called scenarios)
of the constraint. PAC bounds are sufficient conditions on the number of samples to guar-
antee with high confidence that the sample-based decision satisfies the true constraint with
a prescribed probability. Existing PAC bounds rely on intrinsic properties of the problem,
such as convexity (Calafiore and Campi, 2005), finite VC dimension (Alamo et al., 2009)
or existence of a compression scheme (Margellos et al., 2014). While powerful in some
applications, these PAC bounds can be vacuous (or infinite) when the properties are not
satisfied. In this paper, we propose a new PAC framework, leading to PAC bounds that are
not vacuous for a strictly larger class of scenario decision-making problems. This bound is
based on the novel notion of “internal growth”, which adapts the notion of “growth func-
tion” from classical machine learning (Vapnik and Chervonenkis, 1968) to scenario decision
making. We also relate this notion to other novel properties of the system, such as the k-VC
dimension. Furthermore, we show a partial converse result: namely, that for the family of
stable monotone scenario decision algorithms, the algorithm is PAC if and only if it satisfies
our criterion. Finally, we demonstrate the usefulness of our framework, and compare with
existing approaches, on practical problems.

1 Introduction

Many problems in engineering involve making a decision in the face of random constraints: e.g., controlling a
robot in an environment with randomly moving obstacles (Campi & Garatti, 2008), planning energy produc-
tion under uncertain demand (Antoniadou-Plytaria et al., 2022), portfolio management with prescribed risk
tolerance (Pagnoncelli et al., 2012), smart building management with safety and comfort requirements (Pari-
sio et al., 2014), machine learning (Campi & Garatti, 2023), etc. The probability that a decision violates
a given random constraint is called its risk. Making a decision that has a low risk is challenging for two
reasons: (i) the constraint landscape is often intractable, as it typically consists in infinitely many possible
realizations of the constraint with the non-convex requirement that the decision satisfies a “high-probability”
subset of these realizations (Blackmore et al., 2010; Mammarella et al., 2022); (ii) the distribution of the
chance constraint is often unknown in practical applications, which makes a model-based design impossible.

The approach of scenario decision making (Campi & Garatti, 2008; Alamo et al., 2009; Campi & Garatti,
2011; Margellos et al., 2014; Esfahani et al., 2015; Campi & Garatti, 2018; Campi et al., 2018; Garatti &
Campi, 2022; Campi & Garatti, 2023; Rocchetta et al., 2024) provides a simple and effective way to address
these challenges by leveraging the principle of sample-based methods. The approach consists in drawing m
sampled realizations (called scenarios) of the random constraint, and making a decision that satisfies all,
or a predefined fraction, of the sampled constraints. The decision made from the scenarios is called the
scenario decision, and the function mapping the m scenarios to their associated scenario decision is called
the scenario decision algorithm. A key aspect of this approach is that under some assumptions on the
problem or algorithm, one can provide guarantees on the risk of the scenario decision, called PAC' (Probably
Approzimately Correct) guarantees (Shalev-Shwartz & Ben-David, 2014; Mohri et al., 2018): that is, upper
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bounds on the probability (with respect to the sampling of the m scenarios) that the risk of the scenario
decision exceeds some prescribed tolerance €. These bounds are referred to as confidence bounds. Existing
PAC guarantees for scenario decision algorithms are complexity-based (De Farias & Van Roy, 2004; Alamo
et al., 2009; Lauer, 2024), or compression-based (Campi & Garatti, 2008; Calafiore, 2010; Campi & Garatti,
2023; Margellos et al., 2015), following the classification in the recent survey by Rocchetta et al. (2024).
Complexity-based guarantees rely on the identification of decisions as binary classifiers of the constraints
(between those that are satisfied by the decision, and those that are violated), and leverage classical results
in the theory of binary classification learning, such as the VC dimension (Vapnik & Chervonenkis, 1971),
which provide sufficient conditions for a set of classifiers to be PAC-learnable (Shalev-Shwartz & Ben-David,
2014; Mohri et al., 2018). Compression-based guarantees, which apply among others to convex scenario
optimization problems (Campi & Garatti, 2008; Margellos et al., 2014), rely on the property that any set
of scenarios can be compressed to a subset of bounded size (called the compression size) and give the same
decision as the original set of scenarios. However, some scenario decision algorithms do not satisfy any of
these properties (Berger & Jungers, 2025), motivating the need for new PAC guarantees for scenario decision
algorithms.

In this paper, we propose a new type of PAC guarantees that is strictly more general than the PAC guar-
antees mentioned above. These PAC guarantees rely on a novel notion called the internal growth function
of the scenario decision algorithm, and is inspired from the notion of growth function in binary classification
learning (Shalev-Shwartz & Ben-David, 2014; Mohri et al., 2018) (Section 3). We show that an internal
growth function that is sub-exponential (called slow internal growth) translates to PAC guarantees for the
scenario decision algorithm (Section 4). Furthermore, we relate the slow internal growth property to the
criteria mentioned above, showing that it generalizes them, and to another novel quantity, called the k-VC
dimension, which refines the notion of VC dimension for scenario decision algorithms (Section 5). Addi-
tionally, we present partial converse results: we show that for the class of stable monotone scenario decision
algorithms (studied, e.g., in the context of one-class classification learning; Eppstein & Erickson, 1994; Chan
& Har-Peled, 2021), the slow internal growth property is sufficient and necessary to obtain PAC guarantees
(Section 6). Finally, we demonstrate the usefulness of the new PAC guarantees on concrete examples of sce-
nario optimization problems, where the existing approaches fail to show the PAC property, but our approach
succeeds (Section 7).

Related works

The recent survey by Rocchetta et al. (2024) classifies PAC bounds into three categories: (i) complexity-
based PAC bounds (De Farias & Van Roy, 2004; Alamo et al., 2009; Lauer, 2024), based namely on the
notions of VC dimension or Rademacher complexity; (ii) compression-based PAC bounds (Littlestone &
Warmuth, 1986; Floyd & Warmuth, 1995; Margellos et al., 2015), based on the notion of compression; and
(iii) scenario-based PAC bounds (Campi & Garatti, 2008; Calafiore, 2010; Campi & Garatti, 2023), that
are tailored to convex scenario optimization problems (and sometimes exploit additional assumptions, like
“non-degeneracy” or “non-concentrated mass” to obtain better bounds; Campi & Garatti, 2023). A close
connection between compression-based and scenario-based PAC bounds was established in Margellos et al.
(2015), showing among others that scenario-based PAC bounds imply the existence of a compression scheme
for the scenario decision algorithm, and thereby can be also analyzed in this way.

A recent paper by Berger & Jungers (2025) shows that complexity-based and compression-based PAC bounds
are incomparable in scenario decision making (contrarily to the classical classification problem; Moran &
Yehudayoff, 2016), in the sense that one can be vacuous for some scenario decision algorithms, while the
other remains informative, and vice-versa. As a corollary, it follows that the underlying properties (i.e.,
finite VC dimension or existence of a compression scheme) are not necessary to obtain PAC guarantees for
scenario decision algorithms. The criterion based on the internal growth proposed in this paper is more
general in that it is satisfied whenever any of the aforementioned properties is satisfied, and is also shown to
be satisfied for some scenario decision algorithms, even when none the other properties are. Furthermore,
for monotone algorithms, it is shown to be satisfied if and only if the algorithm has PAC guarantees. The
question of whether this reverse direction holds for all scenario decision algorithms remains open.
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The abstract view on scenario decision algorithms considered in this work (Section 2.2) draws a connec-
tion with the problem of one-class classification where one tries to learn the support of a distribution (see,
e.g., Perera et al., 2021 for a survey). However, research in this area mainly focuses on analyzing specific
algorithms (e.g., SVM-based or deep one-class classifiers) and applications (e.g., outlier or anomaly detec-
tion), so that the results are less relevant for the purpose of this paper, which aims to provide a general and
widely applicable framework for scenario decision making.

Notation N ={0,1,2,...} denotes the set of nonnegative integers. Given m € N, we let [m] = {1,...,m}.
Given a set S, 2° (called the power set of S) denotes the set of all subsets of S, and |S| denotes its cardinality.
Given a probability measure p and m € N, u™ denotes its m-fold product, i.e., u™ = p® --- @ p (m times).
Given a set S, we let S* = [J;°_, S™ be the set of all finite tuples with elements in S.

2 Problem statement

2.1 Risk-aware decision making and scenario decision making

Consider a set Z of decisions (e.g., in Example 1 later, each £ € E represents a path in a configuration space;
in Example 2 later, each ¢ € = represents an SVM classifier in a feature space). Consider a set X C 2= of
constraints on Z, where for each z € X and £ € 2, we say that £ satisfies the constraint z if £ € x; otherwise
& violates x (e.g., in Example 1, for each x € X, £ € x means that the path represented by £ avoids obstacles
in some positions depending on z; in Example 2, £ € x means that the classifier £ classifies correctly some
point in the feature space depending on ).

The goal of risk-aware decision making is to find a decision £ that satisfies the constraints in X with a high
probability. For that, we assume a probability measure u on X.

Problem 1 (Risk-aware decision making). For =, X and p as above, and a given risk tolerance € € (0, 1],
find £ € Z such that PSAT,(§) =p({z e X :£ea}) >1—e

Solving Problem 1 is challenging in general because the set X can be very large or infinite, so that computing
PSAT ,(§) for a given ¢ can already be challenging (Blackmore et al., 2010), let alone finding one that satisfies
the risk tolerance. Furthermore, in many applications, the probability measure p on X is unknown. Indeed,
it arises from complex phenomena—such as random noise, stochastic demand, random events, etc.—that are
hard to capture or model accurately. In this context, sample-based methods such as scenario decision making
provide a powerful and principled way to address these challenges. It consists in sampling m constraints
Z1,..., &, from X (independently with probability 1) and making a decision based on these samples. Hence,
a scenario decision algorithm maps tuples of constraints in X to decisions in =:

Definition 1. Let = be a decision space and X a constraint space as above. A scenario decision algorithm
is a function A : X* — = satisfying that for all m € N, (z1,...,2,) € X™ and i € [m], A(z1,...,2m) € z;.

Remark 1. The assumption made in Definition 1, called the consistency assumption, requires that the decision
outputted by the algorithm satisfies the input samples. This property is satisfied by a large class of scenario
decision algorithms in the literature (e.g., Campi & Garatti, 2008; Alamo et al., 2009; Margellos et al., 2014;
Esfahani et al., 2015; Campi & Garatti, 2018; Campi et al., 2018; Garatti & Campi, 2022; Campi & Garatti,
2023; Rocchetta et al., 2024).

We illustrate the concept of scenario decision algorithm with two examples:

Ezample 1 (Path planning). Consider the problem of finding the shortest path between a source location S
and a target location T" while avoiding a randomly positioned obstacle, as depicted in Figure la. The path
must belong to a set E of “admissible” paths (for instance, all paths that are smooth and have bounded
curvature, or all paths that can be represented using H via-points; Jankowski et al., 2023). Each possible
position of the obstacle induces the constraint that the path must avoid the obstacle in that position.
Since the position is random, this leads to the constraint that the path must avoid the obstacle with high
probability. More formally, let £ be a path and ¢ be the position of the center of the obstacle. Hence,
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(a) Path planning problem (Example 1). (b) SVM classifier problem (Example 2).

Figure 1: (a) The path is parameterized by H via-points (gray dots). The path must avoid the obstacles (red
regions) with high probability, while having minimal length. (b) SVM classifier £ in the form of a separating
hyperplane € : z — (a, z) + 8, where z is a point in the feature space. The positive instances are represented
in red, and the negative instances in blue.

the associated constraint on &, denoted by Z(c), is that £ € Z(c) if and only if £ N Bo(c, 5) = 0, where
Boo(c,7) is the L>®-ball centered at ¢ with radius r. We let X = {Z(c) : ¢ € R?}, and v be a probability
measure on the center ¢ of the obstacle. This induces naturally a probability measure p on X, given by
u(S) =v({ceR?:z(c) € S}) (e, p=voz1).

When the probability measure v is not known to the planner, the scenario approach can be used to circumvent
this issue by requiring only sampled positions ¢y, . .., ¢, of the center of the obstacle. For instance, a scenario
decision algorithm can be defined by:

A(x1,...,xy) = argmin £(§) s.t. £ €z, Vi€ [m],
£e=

where x; = Z(¢;) for each i € [m] and £(§) is the length of the path . A tie-breaking rule can be used if the
minimizer is not unique. It is straightforward to see that A satisfies Definition 1. N

Ezample 2 (SVM classifier). Consider a feature space Z C RY, and a probability measure v on Z x {—1, +1}.
We seek an SVM classifier of the form z — sign({a, z) + ), where a and 3 are parameters to determine, such
that with high probability on (z,A) € Z x {—1,+1}, A = sign({a, z) + 5); see Figure 1b for an illustration.
For that, we let = be the set of decisions of the form & = (a, 3,7), where a € R? |ja|| = 1, 8 € R and
17 € R. Furthermore, for each (z,\) € Z x {—1,+1}, we define the constraint z(z, A) by (a,8,n) € Z(z,\)
if and only if A({a,z) 4+ ) > 1. The scenario decision algorithm is then defined as follows: given samples
(z1,M)y -+, (Zm, Am) from Z x {—1,+1}, we compute

A(z1,...,2;m) = argmax n s.t. £ €x; Vi € [m],
£=(a,B,m€EE

where x; = Z(z;, A;) for each i € [m]. A tie-breaking rule is used if the maximizer is not unique. It is
straightforward to see that A satisfies Definition 1. N

This paper studies the correctness of scenario decision algorithms, in the sense that their output satisfies
Problem 1 with high probability on the sampling of the input constraints. More precisely, we consider
PAC (Probably Approximately Correct) guarantees (introduced by Valiant, 1984, and standard in machine
learning), capturing the fact that if sufficiently many i.i.d. samples of the constraints are used, then with
high probability (with respect to the sampling of the constraints), the decision output by the algorithm has
a risk below e (i.e., satisfies Problem 1):

Definition 2. A scenario decision algorithm A : X* — E is PAC' (Probably Approximately Correct) if for
every § € (0,1) and € € (0,1), there is N € N such that for all m € NN [N, 00) and all probability measure
won X, it holds with probability at least 1 — ¢ that if m independent samples 1, ..., x,, are drawn from p,
then A(zxy,...,x,,) satisfies Problem 1, i.e.,

p"({xe XM PSAT,(A(x)) >1—€}) >1—0, (1)

where @ is a shorthand for (x1,...,2m).
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This leads to main problem considered in this paper:

Problem 2 (PAC assessment). Given a scenario decision algorithm A : X* — =, decide if A is PAC,
and if it is, give sufficient values of N as a function of § and e.

2.2 Abstract scenario decision making

Given a decision & € E, let SAT(§) = {z € X : £ € x} be the set of constraints satisfied by £. By definition
of PSAT in Problem 1, for any given probability measure p on X, it holds that PSAT,(§) = n(SAT(E)).
Hence, given a scenario decision algorithm A : X* — =, we define its abstract version by A’ = SAT o A, i.e.,

A'(z) = SAT(A(x)).

Proposition 1. Consider a scenario decision algorithm A : X* — Z. The abstract scenario decision
algorithm A’ = SATo A satisfies (i) A’ : X* — 2% (i) for allm € N and (x1,...,Zm) € X™, {21,...,2m} C
Al(x1,...,2m), and (i) for all x € X* and probability measure p on X, PSAT ,(A(x)) = p(A'(x)).

Proof. (i) and (iii) are straightforward. (ii) is from the consistency of A. O
This leads to the general definition of an abstract scenario decision algorithm:

Definition 3. Let X be a constraint space. An abstract scenario decision algorithm is a function A : X* —
2X | satisfying that for all m € N and (z1,...,2,) € X™, {z1,...,2m} C A (z1,...,2m0).

Definition 2 (PAC) translates directly to abstract scenario decision algorithms:

Definition 4. An abstract scenario decision algorithm A : X* — 2% is PAC (Probably Approzimately
Correct) if for every 6 € (0,1) and ¢ € (0,1), there is N € N such that for all m € NN [N,c0) and
all probability measure g on X, it holds with probability at least 1 — § that if m independent samples

Z1,..., &y are drawn from p, then A(xq,...,x,,) satisfies Problem 1, i.e.,
W€ X7 p(A@) 21— e} =134, (2)
where x is a shorthand for (z1,...,Zm).

In view of Proposition 1, it is sufficient to prove PAC results for abstract scenario decision algorithms, those
will transfer directly to concrete scenario decision algorithms. Therefore, in the rest of this paper, we focus
on abstract scenario decision algorithms, and call them simply “scenario decision algorithms”.

Ezample 3 (Generated ideal). Let X = N. Consider the (abstract) scenario decision algorithm A : X* — 2%
defined by A(x1,...,2m) = (1,...,Zm)~y = {k1z1 + ... + km@m : k1,. .., km € N}, Tt is easy to show that
A satisfies Definition 3. <

2.3 Stability and monotonicity

Before ending this section, we introduce two additional assumptions—namely, stability and monotonicity—
on scenario decision algorithms, which will be used later in this paper when we discuss converse results.

The notion of stability is common in the scenario approach (e.g., Campi & Garatti, 2008; Calafiore, 2010;
Campi & Garatti, 2018; Garatti & Campi, 2022; 2021; Campi & Garatti, 2023; Rocchetta et al., 2024). It
captures the property that if the returned decision satisfies some unsampled constraints, then adding these
constraints to the tuple of sampled constraints does not change the output:

Definition 5. A scenario decision algorithm A : X* — 2% is stable if for all z € X* and y € A(x), it holds
that A(z,y) = A(x).

The notion of monotonicity captures the property that the larger the set of sampled constraints, the larger
the set of satisfied constraints:

Definition 6. A scenario decision algorithm A : X* — 2% is monotonic if for all (m,n) € N2, (z1,...,2,,) €
X™and (y1,...,yn) € X", {21,...;xm} C{y1,...,yn} implies A(z1,...,2m) C Aly1,...,Yn).
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Ezample 4. The scenario decision algorithm A in Example 3 (generated ideal) is stable and monotonic. <

Ezample 5. The scenario decision algorithms searching for the smallest enclosing rectangle or polytope (as
in, e.g., Eppstein & Erickson, 1994; Chan & Har-Peled, 2021 with no outliers) are stable and monotonic.

3 The internal growth
In this section, we present the main concept introduced in this paper: the internal growth. This concept will
be leveraged in the next section to derive a PAC sufficient condition for scenario decision algorithms.

The notion of internal growth is based on the notion of internal projected hypothesis class, which we introduce
first. Both notions are extensions of the notions of growth function and projected hypothesis class in binary-
classification learning (see, e.g., Shalev-Shwartz & Ben-David, 2014; Mohri et al., 2018) to scenario decision
algorithms; see also Remark 2 below.

Definition 7. Let A be a scenario decision algorithm and let S C X. The internal projected hypothesis
class of S with respect to A is the set

o(S;A)={A(x)NS:z e S}
The internal projected hypothesis size of S with respect to A is defined by p(S; A) = |o(S; 4)|.

Remark 2. The notion of internal projected hypothesis class contrasts with the classical notion of projected
hypothesis class in binary-classification learning, which corresponds to the set {A(x) NS : & C X*}.

Ezample 6. Let X and A be as in Example 3 (generated ideal). Let S = {0, 1,2}. Then, one can check that

Ale)NS =10, A0, 1)NS =S5,
A0)nS={0},  A(0,2)nS ={0,2},
A(l)nS =S5, A,2)nS =5,
A2)n S ={0,2}, A(0,1,2)nS =S,

where € is the empty tuple. Since A is monotonic, it holds that input tuples with the same set of elements
give the same output (e.g., A(2,1,1) = A(1,2)). Hence, o(S; A) = {0,{0,2}, S} and p(S; A) = 3. Note that
in this example, the internal projected hypothesis class coincides with the projected hypothesis class. N

Finally, the internal growth function gives the maximal value of the internal projected hypothesis size for all
sets of a given cardinality:

Definition 8. Let A : X* — 2% be a scenario decision algorithm. The internal growth function 7(-;A) :
N — N of A is defined by

7(m; A) = max {p(S;A) : S C X, |S| <m}.
Clearly, 7(m; A) < 2™. We say that A has slow internal growth if 7 grows at a sub-exponential rate:

Definition 9. Let A : X* — 2% be a scenario decision algorithm. We say that A has slow internal growth
if for all » > 1, it holds that 7(m; A) € O(r™), i.e., there is C' > 0 such that for all m € N, 7(m; 4A) < Cr™

In the following, we drop the reference to A in o, p and 7, when A is clear from the context.

Ezample 7. Let X and A be as in Example 3 (generated ideal). It holds that 7(m) = 2™. Indeed, let m € N

and consider the set S = {m,...,2m — 1}. It is easy to see that for any m € N and (z1,...,2,,) € S™,
A(zy,...,2m) NS = {x1,..., 2y} Hence, o(S) = 2% and p(S) = 25 = 2 which implies that A has not
slow internal growth. q

4 Slow internal growth implies PAC

In this section, we present the main result of the paper, stating that slow internal growth implies that the
algorithm is PAC, and we derive sufficient bounds on N (cf. Problem 2) based on the internal growth function

of A:
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Theorem 1. Let A : X* — 2% be a scenario decision algorithm. If A has slow internal growth, then A is
PAC. Furthermore, N in Definition 2 can be any N such that for all m € NN [N, 00), 2e~™/*7(2m) < 4.

Proof of Theorem 1
We will prove the theorem in several steps. The proof is inspired from the proof of the frequency of e-nets
by Haussler & Welzl (1987), but adapts to include internal projected hypothesis classes.

Fix € € (0,1) and let m € N be such that e~/ < % Fix a probability measure p on X. Consider the
three sets:

B={(x1,...,2m) € X" : p(A(z1,...,2m)) <1 —¢€},
em

B, = {(xl,‘..,xgm) € X2 Az, am)) <1 — ¢ Hamats- s @am} \A@1, ... 2m)| > 7},

~ em
By = {(xh...,xgm) € X2 .37 € o({a1, ..., am}), {1y 2m} C Ty {Zmsts- s 2am} \T| > 7}.

Lemma 1. It holds that By C Bs.

Proof. Straightforward since T can be chosen equal to A(x1,...,2,,) in the definition of Bs. O
Lemma 2. [t holds that p™(B) < 2u*>™(By).

Proof. To simplify notation, we denote @, = (z1,...,Tm) and @2 = (Tyy1, .-, Tom). Note that /ﬂm(Bl) =
Ee,Esx,1[(21,22) € By]. Since (z1,x2) € By implies x; € B, it follows that

(> (By) = Eg, (1[z1 € B] - Eg, 1[(m1, @2) € By]).

Now, fix 1 € B and let p =1 — pu(A(x1)) > e. It holds that

m

it m _ 1
Ep,1[(w1,®5) € Bi] = ) (k>pk(1—p)m =
k=[]

where we used Chernoff’s bound to obtain the inequality. Hence,

1 1
WP (By) 2 SBa e € BY = S (B),

concluding the proof. O

Lemma 3. It holds that y*™(Bs) < (1 — £)"'7(2m).

Proof. Let a = <. We let J be the uniform distribution on the subsets of m elements from the set [2m].
Note that

12" (B2) = Eay oo max (A[{z1, - 2m} ST 1{®ms1, - Tom} \T| > &)

Teo({w1,..,z2m})

=FEw, = max 1{z1,..., 2} CT]-1|{x1,.. ., 22m} \T| > «
) g 5 (U} €] Ao a2} \ T > a)
=EBer,zm) Erimt~g o max o (@2, S T]- {2, 22m} N T > al)
co({z1,...,x2m })
(since one can replace {x1,...,zm} by {z;,,...,2;,.})
< Bwrswom) B jm g > (Wzjys - mg y ST Uz, 22m N T] > a])

Teo({z1,...,x2am})

1The slow internal growth property implies that such an N exists for all € € (0,1) and § € (0, 1).
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(because the sum is larger than or equal to the max)

=K@, z2m) > (H{z1, 22\ T > o] - Egyy g~ @25, €T

Teo({z1,-sTam})

SEpmny 3 (U@ \T] > ) (1 %)m)

Teo({z1,...,Tam})

(since the probability of choosing m elements in {z1, ...,z } that are in T is at most (1 — ¢/2m)™, where
c=Hz1,..., 22\ T| > )

(0% €

m m
< ]E(an,-..,mzm) (P({xl, s 71'2771}) (1 - %) ) < (1 - Z) T(Qm)
This concludes the proof. O

Proof of Theorem 1. Fix € € (0,1) and § € (0,1). Let m € N be such that 2 (1 — i)mT(Qm) < 4 and
e=m/2 < % By Lemmas 1, 2 and 3, we have that

™ (B) < 2u*™(By) < 2u*™(Bs) < 2e”™/27(2m) < 4.
Hence,

m

LHS of equation 2 = p"™(X™\ B) =1—-p"(B) >1—-4.

To conclude the proof, note that 2e~“™/47(2m) < ¢ implies that 2 (1 — £)™ 7(2m) < (using 1 +z < €%)
and e=“™/2 < 1 (using 7(2m) > 1). O

5 Connections with other PAC criteria

In this section, we discuss the connection of the slow internal growth property with other PAC sufficient
conditions available in the literature, namely the finite VC dimension criterion (Alamo et al., 2009) and the
existence of a compression scheme (Margellos et al., 2015); see also Rocchetta et al. (2024) for a survey.
We show that both imply the slow internal growth property, thereby showing that the slow internal growth
property is at least as general as the union of both criteria. The examples in Section 7 will show that it is
in fact strictly more general. Next to this, we also introduce a novel quantity, called the k-VC dimension,
which refines the notion of VC dimension, and we show that finiteness of this quantity for all £ is necessary
and sufficient for the slow internal growth property.

5.1 Finite VC dimension and £-VC dimension

We first present the PAC sufficient condition from Alamo et al. (2009), based on the finiteness of the VC
dimension, and show that our sufficient condition is more general. To present this condition, we need to first
recall the notions of projected hypothesis class, growth function and VC dimension, introduced by Vapnik

& Chervonenkis (1971) in the context of binary classification, and adapted to scenario decision algorithms
by Alamo et al. (2009):

Definition 10. Let A : X* — 2% be a scenario decision algorithm and let S C X. The projected hypothesis
class of S with respect to A is the set

o' (S;A)={A(xz)NS:x C X*}.

The projected hypothesis size of S with respect to A is defined by p'(S; A) = |0’ (S; A)|.
The growth function 7/(-; A) : N — N of A is defined by

7'(m; A) = max {p'(S;4) : S C X, |S| <m}.?

The VC dimension of A is the supremum of all m € N such that 7/(m; A) = 2™.

2Clearly, 7/(m; A) < 2™.
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It is shown by Alamo et al. (2009) that if A has finite VC dimension, then A is PAC. In fact, if A has finite
VC dimension, it also holds that A has slow internal growth, thereby showing that the slow internal growth
property is more general than the finite VC dimension property:

Proposition 2. Let A: X* — 2% be a scenario decision algorithm. If A has finite VC dimension, then A
has slow internal growth.

Proof. Tt is straightforward to see that for all S C X, 0(5) C ¢/(S). Hence, p(S) < p/(S) and 7(m) < 7/(m).
Let d < 0o be the VC dimension of A. By the Sauer—Shelah lemma (see, e.g., Shalev-Shwartz & Ben-David,

2014, Lemma 6.10), it holds that for all m € NN (d,00), 7/(m) < (%)d. This implies that for all » > 1,

7/(m) (and thus 7(m)) is in O(r™), concluding the proof. O

Next, we introduce a novel quantity inspired from the VC dimension, which we call the k-VC dimension and
is always smaller than the VC dimension. We then show an equivalence result with the slow internal growth
property. The purpose of this equivalent criterion is to ease the verification of the slow growth property.
The k-VC dimension is defined as follows:

Definition 11. Let A : X* — 2% be a scenario decision algorithm and k& € N. The k-VC dimension of A
is the supremum of all m € N for which there are sets S C X and R C X such that |S| = m, |R| < km and
{A(x)NS:x e R*} =25

We show that the k-VC dimension of a scenario decision algorithm is finite for all £ € N if and only if the
algorithm has slow internal growth:

Theorem 2. Let A: X* — 2% be a scenario decision algorithm. The following propositions are equivalent:
(i) A has finite k-VC dimension for all k € N; (ii) A has slow internal growth.

Proof. 1) Proof of (ii) = (i): For a proof by contraposition, let & € N and assume that A has infinite k-VC
dimension. We will show that for infinitely many m € N, 7(m) > 2™/ +1D  which will conclude the proof.

For that, fix N € N. Let m € NN [N, o0) such that there are S and R as in Definition 11. Let U = S U R.
It holds that |U| < (k + 1)m, and that 2° C o(U). Hence, 7((k + 1)m) > 2™, concluding the proof.

2) Proof of (i) = (ii): Fix 7 > 1. Let k € N such that (ek) < r¥. Let d € N be the k-VC dimension of A.
We show that for all m € NN [kd, 00), 7(m) < ™, which will conclude the proof of 2).

For that, fix m € NN [kd, 00). Fix S C X with |S| < m. Let U C S be such that {A(z)NU : z € S*} =2V.
It holds that |U| < m/k: indeed, if |U| > m/k, then |S| < k|U|, and since the k-VC dimension of A is d, it
follows that |U| < d, a contradiction. Since U was arbitrary, it follows that the largest cardinality ¢ of a set
U C S such that {A(z)NU : ¢ € S*} = 2V is at most m/k. Hence, from the Sauer-Shelah lemma (see, e.g.,
Shalev-Shwartz & Ben-David, 2014, Lemma 6.10), it holds that

p(8) < (Z2) < (el <o,

where the last inequality follows from the definition of k. O

5.2 Compression scheme

Finally, we present the PAC sufficient condition from Margellos et al. (2015), which is based on the notion
of compression, first introduced by Littlestone & Warmuth (1986) in the context of binary classification. We
then show that our PAC sufficient condition is more general.

Definition 12. Let A : X* — 2X be a scenario decision algorithm and d € N. A compression scheme of
size d for A is a pair of functions (A, 4,),%> wherein A, : X* — X% and A, : X4 — 2% satisfy that for all
méeNand (z1,...,Zm) € X™, Ac(z1,...,0m) € {z1,...,zn b and A(z1,...,2m) = Ar(Ac(21, .., Tm))-

It is shown by Margellos et al. (2015) that if A admits a compression scheme, then A is PAC. In fact, we
can show that if A admits a compression scheme, then A has slow internal growth, thereby showing that the
slow internal growth property is more general than the compression property:

3 A, is called the compression map and A, the reconstruction map.
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Proposition 3. Let A : X* — 2% be a scenario decision algorithm. If A admits a compression scheme,
then A has slow internal growth.

Proof. Let (A, A;) be a compression scheme of size d for A. Let m € N, and let S C X such that |S| < m.
For each = € S*, it holds that A.(x) C S¢. Hence, o(S) C {A,(y) : y € S?}. Thus, p(S) < m?. This shows
that 7(m) < m?, concluding the proof. O

6 When is the sufficient condition necessary?

In this last theoretical section, we investigate the question of “when is the slow internal growth property not
only sufficient, but also necessary to be PAC”? We show a converse result for the case of stable monotone
algorithms (cf. Section 2.3):

Theorem 3. Let A: X* — 2% be a stable monotone scenario decision algorithm. If A has not slow internal
growth, then A is not PAC.

The proof relies on the following result:

Lemma 4. Let A: X* — 2X be a stable monotone scenario decision algorithm. If A has not slow internal
growth, then for all d € N, there is m € NN [d, 00) such that T(m) = 2™.

Proof. Let d € N. Assume that A has not slow internal growth. By Proposition 2, it follows that A has infinite
VC dimension. Hence, there exist m € NN[d,00) and S C X such that |S| = m and {A(z)NS : x € X*} = 2.
Using the assumptions of stability and monotonicity, we will show that {A(x) NS : z € S*} = 29 so
that p(S) = 2™, and thus 7(m) = 2™. Therefore, let n € N and {x1,...,2,} € S. We will show that
A(z1,...,2y) NS = {z1,...,2,}. The definition of S implies that there is € X* such that A(x) NS =
{z1,...,z,}. Fix such a x. From the stability assumption, it holds that A(x,zq,...,2,) NS = A(x).

From the monotonicity assumption, it follows that A(zq,...,z,) NS C {z1,...,z,}. From the consistency,
it holds that {z1,...,2,} C A(xy,...,2,). Hence, A(zq,...,2,) NS = {21,...,2,} Since n € N and
{x1,...,2,} C S were arbitrary, this implies that {A(z) NS : x € S*} = 2%, concluding the proof. O

Proof of the theorem. It is shown by Berger & Jungers (2025, Theorem 4) that if for all d € N, there is
m € NN [d,oc0) such that 7(m) = 2™, then A is not PAC. Thus, by Lemma 4, if A has not slow internal
growth, then A is not PAC. O

7 lllustrative examples

Finally, we present two examples illustrating our results. We first present a simple example, showing elemen-
tarily that the slow internal growth property is strictly more general than the finite VC dimension condition
and the existence of a compression scheme (cf. Section 5). Then, we present a more involved example, show-
ing that the slow internal growth property can analyze non-trivial scenario optimization problems, which
are also not tractable with the other criteria.

7.1 Simple example

This example shows elementarily that the slow internal growth property is strictly more general than the finite
VC dimension condition and the existence of a compression scheme. The example relies on the existence
of scenario decision algorithms satisfying the finite VC dimension condition, but not the existence of a
compression scheme, and vice-versa, as shown by Berger & Jungers (2025). It goes as follows:

Ezample 8 (Union of scenario decision algorithms). Let X; be a constraint set and A; : X7 — 2%1 be a
scenario decision algorithm that has finite VC dimension, but does not admit a compression scheme (for
instance, take the algorithm in Berger & Jungers, 2025, Section III.B). Similarly, let X5 be a constraint set
and Ay : X5 — 2%2 be a scenario decision algorithm that admits a compression scheme, but has infinite
VC dimension (for instance, take the algorithm in Berger & Jungers, 2025, Section III.A). Without loss of
generality, assume that X; N Xy = 0.

10
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Let X = X; U Xy, and define A : X* — 2% by A(z1,...,2m) = A1(zi, ..., 25,) UAs(zj,, ..., 2, ), where
{@iy, .. @i} © Xu, {xj,,...,25, )} € Xo, i1 <...<ipand ji <...< jm—pn. In other words, the input
tuple of sampled constraints 1, ..., Z,, is divided into two tuples z;,,...,z;, and z;,,...,z; . depending
on whether the sampled constraint belongs to X; or Xs, and then passed respectively to A; and As. Once
this is done, the set returned by A; is combined with the one by As to give the final output of A. <

Proposition 4. The scenario decision algorithm A in Example 8 has infinite VC dimension and does not
admit a compression scheme.

Proof. Straightforward from the assumptions on A; and A,, and since for each s € {1,2} and all x € X},
A(x) = As(x). O

We show that A has slow internal growth. This comes from a more general fact that the union of finitely
many scenario decision algorithms preserves the slow internal growth property:

Proposition 5. Let p € Nvg. For each s € [p], let X, be a constraint set and A, : X} — 2Xs be a scenario
decision algorithm. Define X =|J0_; X and A: X* — 2% by A(z) = J'_, As(z), where for each s € [p],
x, is the subtuple of x containing the elements of x that are in X and only those ones.* It holds that for
allm € N, 7(m; A) < [[%_, 7(m; A;). Hence, if for each s € [p|, A has slow internal growth, then A has

slow internal growth.

Proof. To prove the bound on the internal growth function, let S C X. For each s € [p], let Sy = SN X,. It
holds that o(S) = {U"_, (As(zs) N X;) : &s C SE Vs € [p]}. Hence, p(S; A) < T, p(Ss; As). Thus, for all
m e N, 7(m; A) < T["_, 7(m; Ay), concluding the proof of the bound on the internal growth function. The
proof of the preservation of the slow internal growth property is straightforward. O

Corollary 1. The scenario decision algorithm A in Example 8 has slow internal growth.

Proof. Straightforward from Proposition 5 and the fact that A; and As have slow internal growth (conse-
quence of Propositions 2 and 3, respectively). O

This concludes the first example, showing elementarily that the slow internal growth property is strictly
more general than the other criteria discussed in Section 5.

7.2 Scenario optimization problem

In this section, we present a more involved, and concrete, example of scenario decision algorithm, that cannot
be proved PAC using the criteria discussed in Section 5, but can be proved so using the slow internal growth
criterion. Furthermore, this example exhibits a clear distinction with the algorithms that can be studied with
the criteria in Section 5 (or a combination of them using Proposition 5) since its internal growth function is
not polynomial (it actually grows as 2\/5). The example can be seen as a two-stage optimization problem,
where one first optimizes an objective with respect to a variable u, and then optimizes a second objective
with respect to a second variable v, with constraints given by the optimizer u* of the first stage. It goes as
follows:

Ezample 9 (Two-stage scenario optimization). Let uq, us be decision variables with values in N, and vg, vy, . . .
be decision variables with values in {0,1}. Denote u = (u,u2) and v = (vy,v,...). Let = = N2 x {0,1}"
be the set of values of (u,v). Let X; be a set of constraints of the form X; = {#;(c) : ¢ € N?}, where
Z1(c) = {(u,v) € E : u # ¢}. Let X3 be a set of constraints of the form Xy = {Z2(d) : d € N}, where
Zo(d) = {(u,v) € Z:vg = 1}. Denote X = X; U X, C 2.

Let 7 € (0, 3). Given € € (0,1) and a probability measure y on X, consider the following chance-constrained
optimization problem:
min  uy +us + >0 g
such that vy =1 Vd e NN [u + ugz,00), (3)
p{zr e X : (u,v) €x}) >1—e.

4More formally, if z = (x1,...,2m), then s = (4,,...,%;, ) for some i1 < ... < in such that {z;,,...,z;, } C X, and for
all j € [m]\ {i1,...,in}, z; ¢ Xs.

11
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Figure 2: Numerical experiments for the scenario decision algorithm in Example 9, using the probability
distribution p described in the paragraph below Example 9 with p = 0.25. Box plots of the value of the risk
1—p(A(x))), as @ ~ p™ iid., for different values of m and doing M = 50 experiments for each value of m.
We see that the risk decreases monotonically (in average and in maximum value) as m increases. The purple
line represents the theoretical upper bound (obtained from Theorem 1 and Proposition 6) on the 0.95-th
quantile of the value of the risk 1 — (A(x)). We see that it is indeed above the empirical values.

Solving equation 3 can be approached using scenario optimization. Concretely, given m samples z1,..., Ty,
from X, consider the scenario optimization problem:

min  ug 4+ us + Y ge o 7 g
such that vg=1 Vd e NNu + ug,00), (4)
(u,v) € x; Yiée[m)].

Given m € Nand (z1,...,2m,) € X™, let (u*,v*)(z1,...,2m) be the optimal solutions of equation 4. Define
the scenario decision algorithm A : X* — 2% by A(z) = {z € X : (u*,v*)(z) € z}. N

We ran numerical experiments on the scenario optimization problem in Example 9 (equation 4). For that,
we let v be the geometric distribution on N with success rate p € (0,1).> Then, we let u be the proba-
bility measure on X defined by for all (c1,c2) € N2, u({Z1(c1,c2)}) = tv({c1})v({c2}) and for all d € N,

p({z2(d)}) = 3v({d}).

For different samples sizes m € N (see horizontal axis in Figure 2), we aimed to estimate the value of p(A(x))
when & € X" is sampled i.i.d. according to p. For that, we computed M experiments for each value of
m. The results are reported on Figure 2. We see that the risk decreases monotonically (in average and in

maximum value over the M experiments) as m increases. This suggests that the scenario decision algorithm
in Example 9 is PAC.

1
2

We now demonstrate formally that the scenario decision algorithm in Example 9 is PAC, using the slow
internal growth property. For that, we show that its internal growth function is in 2v™. It will also follow
that the algorithm does not satisfy the sufficient conditions in Section 5.

Proposition 6. The scenario decision algorithm A in Example 9 satisfies T(m) € 20Vm) - namely,
i) for all m € N, 7(m) < 22V2m.
i) for all d € N, there is m € NN [d, 00) such that T(m) > 2vVm~1,

5That is, for all k € N, v({k}) = (1 — p)*p.

12
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Proof. 1) Proof of i): We show that for any finite set S C X, it holds that p(S) < 23V™ where m = ||,
which will conclude the proof.

For that, fix a finite set S C X, and let m = |S|. Let C = {c € N? : Z1(c) € S} and D = {d € N : Z5(d) € S}.
Let k be the smallest integer such that {(ci,c2) € N2 :¢; +ca < k—1} C C. It holds that for all x € S*,
uj(x) + u(x) < k. Hence, for all € C S* and d € NN [k, 00), it holds that v}(x) = 1, so that Z2(d) € A(x).
This implies that [{A(z) N Ny : & € S*}| < 2. Furthermore, it holds that |{u*(x) : x € S*}| < |C| < m.
This implies that [{A(z) N N2 : « € S*}| < m. Hence, p(5) < m2VF. Finally, note that k*/2 < |C| < m.
This shows that p(S) < m2V2™. The latter is smaller than 22V2m

2) Proof of ii): Fix k € Nyg and let m = k(k +1)/2 + k. Let C = {(c1,¢2) € N2 : ¢; + ¢ < k — 1} and
D= {O, . .,k‘ — 1} Let S = {51(0) 1 Cc € O} and Sy = {i‘g(d) :d e D} Define S = S; U S5, It holds that
|S| = m. We show that for any set T C Ss, it holds that Sy UTs € o(S). This will conclude the proof since
it implies that 7(k(k +1)/2 4 k) > 2%, hence 7(m) > 2vVm-1,

To prove the claim, fix T, C Ss and let T = S; UT5. Let @ be a tuple containing all elements of 7" and only
those ones. We show that A(xz) NS = T. Indeed, it holds that uj(x) + ui(x) = k. Thus, for each x € X,
x € A(z) if and only if z € Ty. Hence, A(x) NS = S; U Ty, concluding the proof. O

Corollary 2. The scenario decision algorithm A in Example 9 is PAC.
Proof. By Proposition 6, A has slow internal growth. Hence, by Theorem 1, A is PAC. O

A quantitative upper bound on the 0.95-th quantile of the value of the risk 1 — pu(A(x)), when & ~ p™
i.i.d., obtained from Theorem 1 and i) in Proposition 6 is represented in Figure 2 for different values of m.°
We see that this upper bound is indeed above the empirical values obtained from the numerical experiments.

Corollary 3. The scenario decision algorithm A in FExample 9 has infinite VC dimension and does not
admit a compression scheme.

Proof. By Proposition 6, the internal growth function of A is super-polynomial. Hence, A has infinite VC
dimension and does not admit a compression scheme, as otherwise its internal growth function would be
bounded by a polynomial (by Propositions 2 and 3, respectively). O

Remark 3. The slow internal growth property of the scenario decision algorithm A in Example 9 could have
been proved using the k-VC dimension criterion (Theorem 2) too. Nevertheless, this would not have provided
the quantitative upper and lower bounds on 7 as in Proposition 6, which were useful to obtain quantitative
PAC bounds as in Figure 2, and obtain the results in Corollary 3.

8 Conclusion

This work addresses limitations of existing PAC sufficient conditions for scenario decision algorithms, first
highlighted by Berger & Jungers (2025). In particular, we propose a new framework, based on the novel
notions of internal projected hypothesis classes and internal growth function, to obtain PAC sufficient condi-
tions that are applicable (i.e., non-vacuous) to a broader class of scenario decision problems. The usefulness
of our framework is demonstrated on a challenging numerical example.

For future work, we plan to address the question of how to check the slow internal growth property efficiently.
In the numerical experiments of this work, the verification of the slow internal growth property was addressed
in an ad-hoc manner, but no systematic approach was provided (note that the lack of a systematic verification
approach is also present with other PAC sufficient conditions studied in this work”). Leveraging the equivalent
criterion in Theorem 2 and combination properties such as the one in Proposition 5, we plan to provide
mathematical and algorithmic tools for the systematic verification of the slow internal growth property. We
also plan to address the question of the necessity of the property. We resolved this question for the family

6The upper bound is obtained as the smallest value of € such that 26_€m/47(2m) < 0.05.

TWe note the exception of convex scenario programs, for which the compression size is equal to the dimension of the decision
variable (Calafiore, 2010); or the classification problems using simple shapes (e.g., rectangles, spheres, hyperplanes) for which
the VC dimension is well known (Shalev-Shwartz & Ben-David, 2014).
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of stable and monotone scenario decision algorithms, but we plan to address it for the general case in future
work.
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