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ABSTRACT

Decoding using tree search can greatly enhance the inference quality for
transformer-based Large Language Models (LLMs). Depending on the guidance
signal, it searches for the best path from root to leaf in the tree by forming LLM
outputs to improve controllability, reasoning ability, alignment, et cetera. However,
current tree decoding strategies and their inference systems do not suit each
other well due to redundancy in computation, memory footprints, and memory
access, resulting in inefficient inference. To address this issue, we propose DEFT,
an IO-aware tree attention algorithm that maintains memory-efficient attention
calculation with low memory footprints in two stages: (1) QKV Preparation: we
propose a KV-Guided Tree Split strategy to group QKV wisely for high utilization
of GPUs and reduction of memory reads/writes for the KV cache between GPU
global memory and on-chip shared memory as much as possible; (2) Attention
Calculation: we calculate partial attention of each QKV groups in a fused kernel
then apply a Tree-topology-aware Global Reduction strategy to get final attention.
Thanks to a reduction in KV cache IO by 3.6-4.5×, along with an additional
reduction in IO for QK> and Softmax equivalent to 25% of the total KV cache
IO, DEFT can achieve a speedup of 1.7-2.4× in end-to-end latency across two
practical reasoning tasks over the SOTA attention algorithms.

1 INTRODUCTION

Large language models (LLMs) (Achiam et al., 2023; Touvron et al., 2023a;b) are extensively
utilized across a range of tasks like chatbot (Roller et al., 2020), code generation (Mark et al., 2021),
reasoning (Yao et al., 2023; Besta et al., 2023; Ning et al., 2023), etc. Tree search algorithms (Graves,
2012; Lu et al., 2022; Liu et al., 2023) are frequently integrated with LLMs to meet Service-Level-
Objectives (SLOs) (Yao et al., 2023; Liu et al., 2023; Anderson et al., 2017; Post & Vilar, 2018;
Hokamp & Liu, 2017). In order to cover a large search space, numerous tokens will be generated
with significant computational and memory overhead, resulting in greater latency during inference.

Sequence-based decoding and tree-based decoding represent two prominent approaches in handling
LLM inference (Yao et al., 2023). Sequence-based decoding samples a single sequence of tokens
every time, while tree-based decoding maintains multiple sequences with common prefixes as a tree
structure, as shown in Figure 1. Since nodes in the forms of the tree can be shared computationally
and in memory while that of the sequence cannot, applying tree-search-based tasks directly to
sequence-based decoding causes three levels of redundancy: (1) memory storage, especially the
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KV cache (Kwon et al., 2023; Zheng et al., 2023); (2) computation, especially the computation for
common prompts among sequences in a batch (Zheng et al., 2023); (3) memory access.

Existing work of tree-based decoding focuses on the first two levels while largely ignoring the
third yet the most important one–memory access, given the nature of memory-bounded LLM infer-
ence (Shazeer, 2019; Cai et al., 2024; Kim et al., 2023). As for sequence-based decoding methods
optimize the memory access for the aspects of partial results (i.e., QK>) during attention calculations
(Dao et al., 2022; 2023; Hong et al., 2023). However, their effectiveness in tree-based decoding is
limited. In particular, these optimizations are unable to address the potential bottleneck posed by the
KV cache IO when dealing with a large number of tokens, as illustrated in Table 1.

Figure 1: Comparison of Sequence-based
decoding and Tree-based decoding. An illus-
tration of Sequence-based decoding and
Tree-based decoding with the example of
Chain-of-thoughts (CoT) (Wei et al., 2022)
and Tree-of-thoughts (ToT) (Yao et al., 2023)
in Besta et al. (2023).

As a remedy, in this paper, we resort to the key atten-
tion component during the decoding process. Orthogo-
nal to the traditional attention mechanisms in sequence-
based decoding, tree attention (Miao et al., 2023; Cai et al.,
2024)—specifically designed to handle hierarchical or tree-
structured tokens in tasks such as parallel decoding—can
reduce the kernel launching, computation and KV cache
storage overheads for attention calculations. However, this
line of research does not further leverage the tree topology
to reduce IO when calculating attention, and thus still not
fully IO-aware for both (i) partial result (i.e., QK>) (Cai
et al., 2024) due to the lack of tiling and kernel fusion (Dao
et al., 2022); and (ii) KV cache in a tree structure (Miao
et al., 2023). These limitations hinder their effectiveness
in optimizing memory access during tree-based decoding.

To bridge the above gap, we propose DEFT, an IO-aware
tree attention algorithm with two key insights. First, the
IO workload for queries (Q) is negligible compared to
that of KV cache, primarily because the maximum query
length typically corresponds to root-to-leaf paths in the
tree, resulting in relatively short queries (e.g. dozens of
tokens) compared with KV cache length in each node (e.g.
hundreds/thousands of tokens). Second, in sequence-based
decoding, each KV cache entry corresponds to a unique
query, whereas in tree-based decoding, multiple queries

can share their common ancestor’s KV cache during attention calculation, benefiting not only in
reducing KV cache storage but also in IOs.

Table 1: Comparison of efficiency in CoT and ToT.
The task is document merging from Besta et al. (2023).
CoT is implemented with Sequence-based decoding
while ToT is with Tree-based decoding. The total gen-
erated tokens of CoT is only 525 while 24,026 in ToT,
resulting in inefficiency in end-to-end latency (second)
and IO (TB). IO mainly consists of three parts as fol-
lows. (i) KV cache: IO-KV; (ii) QKT : IO-QKT ;
(iii) Softmax(QKT ): IO-Softmax. Baselines: (i)
Flash-Decoding: attention in Flash-Decoding (Dao et al.,
2023); (ii) Tree Attention: tree attention in Medusa (Cai
et al., 2024).

Metrics
Latency IO-KV IO-QKT IO-Softmax

Flash-Decoding + CoT 21 0.6 0 0
Flash-Decoding + ToT 450 30.7 0 0
Tree Attention + ToT 660 8.6 0.7 1.3

DeFT(ours) + ToT 272 8.6 0 0
Speed up over best baseline 1.66× - - -

Building upon these two insights, in the first
phase of DEFT—QKV Preparation, we split
the decoding tree by nodes as each node has
sequence-granularity of tokens and KV cache
for high GPU utilization. Then we group the
KV cache of each node with all queries that
share it in the decoding tree, to minimize the
IO of KV cache with negligible IO overhead
of queries. In the second phase of DEFT—
Attention Calculation, we adopt a fused ker-
nel to get partial attention with LogSumExp of
QKV groups calculated in phase 1, and conduct
tree-topology-aware global reduction inspired
by Flash-Decoding (Dao et al., 2023). We sum-
marize our contributions as follows:

• We propose a simple but hardware-efficient tree attention algorithm–DEFT, which is IO-aware for
both KV cache in a tree structure and partial results (i.e., QK> and Softmax).

• We implement DEFT on OpenAI Triton (Tillet et al., 2019) to gain precise management over
memory access and fuse all attention operations into a single GPU kernel.
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• We theoretically justify the superiority of DEFT over the existing attention algorithms (Wolf et al.,
2019; Dao et al., 2023; Cai et al., 2024; Miao et al., 2023) in terms of IO complexity.

• We empirically verify its effectiveness on practical reasoning tasks. DEFT can achieve a speedup
of 1.7-2.4 times across two practical reasoning tasks compared with the SOTA attention algorithms.

2 RELATED WORK

Tree-based Decoding. Tree-based decoding, exemplified by beam search (Graves, 2012), has been
pivotal in NLP, handling lexical and logical constraints (Anderson et al., 2017; Post & Vilar, 2018;
Hokamp & Liu, 2017), mitigating gender bias (Lu et al., 2021), achieving communicative goals
(Holtzman et al., 2018), and improving alignment (Liu et al., 2023). Recent strategies enhance LLM
reasoning (Yao et al., 2023; Besta et al., 2023; Ning et al., 2023), using search trees with parallel
hypothesis generation and selection based on scoring functions. Some score candidates per token
(Dathathri et al., 2019; Lu et al., 2021; 2022), others per reasoning step (Welleck et al., 2022; Uesato
et al., 2022; Xie et al., 2023). Efficiency in tree decoding remains underexplored despite various search
algorithms’ application, such as A* (Lu et al., 2022) and Monte-Carlo Tree Search (Liu et al., 2023).
Memory-efficient Attention Algorithms. Existing memory-efficient attention algorithms target
sequence-based decoding. FlashAttention (Dao et al., 2022) improves self-attention computation
in LLM training via tiling and kernel fusion, reducing IOs. Flash-Decoding (Dao et al., 2023)
extends this, enhancing parallelism by dividing K and V and introducing global reduction to gather
partial attention results, enabling efficient decoding for long sequences. Unluckily, applying these
memory-efficient algorithms to the tree-based decoding overlooks redundancy in IO of tree-structured
KV cache, which is the focus of DEFT.
Tree Attention. Integrated into LLM inference, tree attention reduces computation, storage, and
kernel launching overheads (Miao et al., 2023). Tree-structured token candidates undergo parallel
decoding, with SpecInfer (Miao et al., 2023) introducing a topology-aware causal masked tree
attention algorithm, dynamically updating a causal mask to capture relationships among tokens.
Medusa (Cai et al., 2024) uses a similar mechanism with a static causal mask, while other works (Zhao
et al., 2023; Liu et al., 2024) adopt analogous approaches to enhance attention calculation efficiency.
However, unlike DEFT, these existing works utilizing tree attention do not take memory access into
consideration.
Discussion on Tree-based Decoding. To improve inference efficiency by generating multiple
tokens in each iteration, tree-based decoding (Miao et al., 2023; Cai et al., 2024; Zhao et al., 2023; Liu
et al., 2024) could have sequential past KV cache with tree-structured queries. In DEFT, we propose
another tree-based decoding with tree-structured past KV cache. A general tree-based decoding could
have both tree-structured past KV and queries by combining the two aforementioned tree-decoding
paradigms mentioned. Details are discussed in Appendix A.2.
Storage Optimization of Tree-based Decoding. LLM frameworks optimized for tree-based de-
coding (Kwon et al., 2023; Zheng et al., 2023) focus on memory storage efficiency. vLLM (Kwon
et al., 2023) enhances GPU memory utilization, allowing sequences from the same parent to share
KV cache storage. SGLang (Zheng et al., 2023) supports dynamic KV cache management during
multi-round interactions with LLMs, improving memory efficiency.

3 DEFT

In this section, we start by introducing the background knowledge of LLM inference, upon which we
outline the overview of system support for DEFT. We then present DEFT including its algorithm
and Attention Kernel design, which not only reduces memory access of tree KV but also adopts a
fused kernel to eliminate the memory access of partial results like QK> and Softmax operations. We
further theoretically analyze DEFT’s IO with existing attention algorithms to justify its advances.

3.1 PRELIMINARY

LLM inference and its bottleneck. LLM inference involves two stages: (1) prefill and (2) decoding.
During the prefill stage, a prompt is tokenized to initialize LLM. The output of the prefill stage
becomes the input for the decoding stage. The decoding stage is auto-regressive, with each output
token from the previous step serving as the input token for the next step. Due to the sequential process
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of auto-regressive decoding, LLM inference is memory-bound (Shazeer, 2019; Kim et al., 2023;
Cai et al., 2024), wherein every forward pass requires transferring all model parameters and KV
cache from slower but larger High-Bandwidth Memory (HBM) to the faster but much smaller shared
memory of the GPU (Jia & Van Sandt, 2021) 1.

Motivation for DEFT. To improve efficiency, boosting the arithmetic intensity—the ratio of total
floating-point operations (FLOPs) to total memory access—of the decoding process is essential.
Parallel decoding frameworks (Cai et al., 2024; Miao et al., 2023) tend to achieve this goal by
introducing more calculations to generate more tokens in each decoding step, while keeping memory
access nearly the same2 in each decoding step. A sequence of tokens will be generated as token
candidates by draft models (Miao et al., 2023) or fine-tuned heads (Cai et al., 2024), which is then
refined by the LLM for acceptable continuation. This line of approach reduces the total number of
decoding steps as well as the total amount of memory access.

In the meanwhile, tree-based decoding, leveraging the decoding tree defined below, enables efficient
parallel decoding. The tree attention is further introduced to reduce redundant KV storage, calculation,
and kernel launching overheads when calculating the attention.
Definition 3.1 (Decoding tree). A decoding tree T is a rooted tree where the root node corresponds
to the prompt and each non-root node u represents a sequence of generated tokens Su. For each node
u, Bu is the path from root node to u (without u) and PBu

is the concatenation of tokens in sequences
of nodes in path Bu by the sequential order. For each token n ∈ u, su,n ∈ Su represents the sequence
from the first token of node u to n (including n). The last token of each leaf node represents the input
token for the next decoding iteration.
Definition 3.2 (Tree-Attention). For each token n ∈ u, where u is any non-root node in the decoding
tree T , its tree attention is defined as the output of original Transformer-based sequence attention
(Attention(·)) on Proot→n, where Proot→n is the concatenation of PBu and su,n:

Tree-Attention(n) = Attention(Proot→n) . (1)
The existing solution of tree attention omits the potential IO optimization brought by the tree
topology itself, thus motivating the DEFT we will explore in this paper. DEFT optimizes LLM
efficiency from another perspective: it leverages the characteristics of node sharing in decoding
trees to reduce the redundancy of KV cache IO from HBM to on-chip shared memory. Together
with the IO-awareness DEFT tree attention for KV cache and partial results (i.e., QK>), the whole
arithmetic intensity will be improved with less memory access and nearly the same FLOPs.

3.2 OVERVIEW OF SYSTEM DESIGN FOR DEFT

We design the system to support DEFT Attention Kernel with two advantages: 1) efficient memory
management of the KV cache in a tree structure, and 2) flexible control of the tree decoding process
with arbitrary user-defined functions, to decide when and how to branch/prune. The details of key
components and their coordinations in the system refer to Appendix A.1.

The main goal of the above system is to provide efficient interactions with the LLM during tree-based
decoding. Two key interactions are 1) preparation of input metadata for the DEFT Attention Kernel
(discussed in this section), and maintenance of the decoding tree after model forward (discussed in
Appendix A.1).

As will be elaborated in Section 3.3, the DEFT Attention Kernel requires 1) Query (tokens), 2) KV
(KV cache of decoding tree), and 3) Tree Topo (the topology of decoding tree to map Query and KV,
which are prepared by Branch Controller, KV cache Manager, and Sequence Tree Manager in the
system elaborated in Appendix A.1, respectively. The essential data flow of input metadata in the
DEFT Attention Kernel is from HBM to shared memory in groups during the QKV PREPARATION
phase outlined later. These groups are then processed by the DEFT ATTENTION KERNEL3. Details
are discussed in Section 3.3.

1A100’s HBM has 1.5-2TB/s bandwidth and 40-80GB; its shared memory has 19TB/s bandwidth and 20MB.
2Medusa (Cai et al., 2024) only introduces negligible memory access of KV cache for token candidates in

the tree.
3GPUs boast an extensive array of threads to execute an operation, known as a kernel. Each kernel retrieves

inputs from HBM to registers and shared memory, processes them, and subsequently saves the outputs back to
HBM.
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Figure 2: Comparison of memory access from HBM to shared memory for different attention algorithms
in QKV Preparation Phase, where the amount of IO required by each is enclosed in red rectangles. Branch
Controller, KV cache Manager, and Sequence Tree Manager are compoents to provide input medata. Different
split strategies result in different memory acess: Sequence-based attention algorithms like Flash Decoding are
not aware of the tree topology of KV cache, so KV0 will be loaded twice; Tree Attention in Medusa (Cai et al.,
2024) groups all queries and KV cache in a tree, with additional IO of the causal mask, then the QKV group
will be allocated to streaming multiprocessors in GPU by Pytorch primitives; Tree Attention in SpecInfer will
load KV cache of the whole tree for each query with the causal mask; DEFT groups QKV based on KV with
tree topology information (e.g. from the decoding tree at the left, we can know Q1 and Q2 both share KV cache
of sequence node S0), which reduces IO of KV0 at the expense of negligible query overhead.

3.3 AN EFFICIENT ATTENTION ALGORITHM WITH TILING AND REUSING TREE KV CACHE

We can separate the execution of attention algorithms into two main phases: (1) QKV PREPARATION
PHASE: load Query, Key, and Value (QKV) into shared memory and group them logically to
calculate attention; (2) ATTENTION CALCULATION PHASE: apply attention algorithms to QKV
groups for final attention results.

DEFT aims to be a memory-efficient algorithm in both aforementioned phases to get attention for tree-
based decoding. Motivated by the heterogeneous GPU memory hierarchy (Dao et al., 2022)—namely,
HBM is large but slower while the shared memory is much smaller but much faster—minimizing
memory access between HBM and shared memory for memory-bound computations (e.g., attention)
during the attention computation is crucial. In detail:

• In the QKV PREPARATION PHASE, we introduce a KV-Guided Tree Split strategy with tree-
topology awareness to minimize the IO of QKV.

• During the ATTENTION CALCULATION PHASE, we propose a Tree-Topology-Aware Global
Reduction strategy combined with the established techniques (Kernel Fusion and Tiling), to
eliminate the IO of partial results (i.e.. QK> and Softmax).

QKV PREPARATION PHASE of DEFT. In sequence-based decoding, split strategy—namely
splitting the inputs QKV into blocks—is commonly deployed to generate enough QKV groups
for full utilization of the GPU (Dao et al., 2023). This technique is crucial when the parallelism
(usually limited by the batch size (Dao et al., 2023)) is much smaller than the number of streaming
multiprocessors (SMs) on the GPU (108 for an A100), where the operation will only utilize a small
portion of the GPU. Similarly, for tree-based decoding—where a decoding tree consists of multiple
nodes and each node is a sequence of tokens—the batch size of trees may also be insufficient to fully
utilize the GPU when the number of tokens in the tree is large, due to memory capacity limitations.

Unfortunately, split the tree is not as easy as split the sequence (Dao et al., 2023) may introduce
significant IOs, as shown in Figure 2 and discussed in Remark 3.3.

Remark 3.3 (The effects of QKV grouping strategy in the QKV PREPARATION PHASE). In the
QKV PREPARATION PHASE, how QKVs are grouped logically results in different memory access of
QKV for tree decoding, as shown in Figure 2.
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Figure 3: Overview of two phases in DEFT Attention Kernel. The decoding tree is the same as the one in
the left of Figure 2. SMi means the streaming multiprocessor i in GPU; Gi means the QKV group i obtained
after QKV PREPARATION PHASE; PAi,LSEi means the partial attention and LogSumExp,respectively;
DeFT_reduction means Tree-Topology-Aware Global Reduction. To clarify, Tree Topo refers to the topology
of the decoding tree. Only the mappings between queries and KV cache, as well as between different nodes of
KV cache, will be loaded, rather than the QKV itself. Details of two phases are discussed in Appendix A.3.

• Flash-Decoding (Dao et al., 2023), splits long KV and group QKV based on Q without tree
topology awareness, which brings redundant KV cache IO from HBM to shared memory;

• Tree Attention-Medusa (Cai et al., 2024) groups the QKV of the entire decoding tree together with
a tree topology-aware causal mask for tree attention computation based on Pytorch primitives,
resulting cost of additional IO for the causal mask;

• Tree Attention-SpecInfer (Miao et al., 2023) groups each query with the KV of the entire tree with
a causal mask for tree attention calculation, which has great redundancy in KV cache IO.

To bridge this gap, we propose a KV-Guided Tree Split strategy: it splits the tree by sequence nodes4,
and then groups the KV of each node with all queries that share it based on tree topology. This
strategy, with KV as the indicator for grouping, eliminates redundant IO operations for KV with
negligible query IO cost, as illustrated in the bottom right of Figure 2.
Remark 3.4 (Properties of KV-Guided Tree Split strategy). The additional IO cost of Q in DEFT is
negligible because the length of the KV often surpasses that of the Q during tree decoding, primarily
due to two reasons: (1) the auto-regressive decoding pattern dictates that each query in the decoding
stage has a length of 1, which means the maximum query length of a decoding tree is determined by the
number of branches; (2) In tree-search tasks, the token length of each sequence node in the decoding
tree (“thought” in reasoning) is typically not exceedingly small (Yao et al., 2023), implying that the
KV sequence length of a node is often much larger than the total length of all queries that share it.

Besides, DEFT is extreme simple yet effective: during decoding, there is no need for DEFT to
utilize a causal mask5 (Miao et al., 2023; Cai et al., 2024) to calculate the attention in the incoming
ATTENTION CALCULATION PHASE. Instead, only the tree topology among sequence nodes in the
decoding tree is required.
ATTENTION CALCULATION PHASE of DEFT. In this phase, we design DEFT Attention kernel to
load QKV splits in a memory efficient way, which are logically grouped by the QKV PREPARATION
PHASE, then to perform the attention calculation. Key techniques are as follows, whose details are
discussed in Appendix A.3: 1) common Kernel Fusion and Tiling strategies avoid significant IO
operations for partial results (i.e.. QK> and Softmax), which Tree Attention-Medusa (Cai et al.,
2024) lacks; 2) a novel Tree-Topology-Aware Global Reduction inspired by Flash-Decoding (Hong
et al., 2023) retrieves the final attention of each query based on partial attention results from each
QKV group with tree topology.

DEFT Attention Kernel consists of two stages, as shown in Figure 3:

1. Stage 1–calculate partial attentions. Based on the QKV grouping results after KV-Guided
Tree Split as mentioned above, each QKV group will be allocated to a thread block for Flash
Attention (Dao et al., 2022) calculation with common Kernel Fusion and Tiling strategy. Similar to
Flash-Decoding (Dao et al., 2023), we not only get partial attention but also return “LogSumExp”
as a weight parameter for the next stage’s reduction.

4When the sequence length of a node is substantial, it can be split into blocks similar to Flash-Decoding
(Dao et al., 2023) to ensure the more balanced KV lengths among QKV groups.

5In Appendix A.6, we also provide a variant of the DEFT algorithm with split-granularity of subtrees, which
could have more balanced QKV groups by split the decoding tree to evenly subtrees, with the cost of introducing
causal masks.
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Table 3: IO complexity breakdown for various methods. O(1) denotes the IO cost for a single data in the
tensor across all layers and heads, which is equivalent to #heads ∗#layer ∗ dtype_size. Red ticks mean the
best among all methods in the table, while red crosses mean the (potential) worst.

Method Query KV cache QK> Softmax(QK>)

Naive Attention O(lndhead) O(dhead
∑ln

i=1 Ni)× O(2
∑ln

i=1 Ni) O(2
∑ln

i=1 Ni)

Flash-Decoding O(lndhead) O(dhead
∑ln

i=1 Ni) × 0 X 0X

Tree Attention-Medusa O(lndhead) O(dheadNtree)X O(2lnNtree) × O(2lnNtree) ×
Tree Attention-SpecInfer O(lndhead) O(dheadNtreeln) × 0 X 0X

DEFT (Ours) O(lndhead) O(dheadNtree)X 0 X 0X

2. Stage 2–global reduction. Upon receiving partial attention and LogSumExps for all QKV
groups—recall that we grouped QKV based on KV before attention calculation—DEFT now
performs a Tree-Topology-Aware Global Reduction. Guided by the tree topology among sequence
nodes of KV in the decoding tree, DEFT logically remaps the partial results of attention and
LogSumExp to get the correct final attention for each query after reduction.

Implementation details. We implement the DEFT attention kernel by OpenAI Triton (Tillet et al.,
2019), which enables us to control memory access from global memory to shared memory and
attention calculations in a thread block granularity. DEFT algorithm with two phases in a Python
style can be found in Appendix A.5.

3.4 ANALYSIS: IO COMPLEXITY OF DEFT
Table 2: Notations.

ln Number of leaf nodes in a decoding
tree, which means how many queries
in this decoding iteration.

Ni Total token length from the root node
to leaf node i

Ntree Total token length the entire tree.

dhead Head dimension of LLM.

Fs Shared factor of reusing prefixes in
tree attention, which means to which
extent we can reduce IOs of KV
cache: Fs = (

∑ln
i=1 Ni)/Ntree.

This section analyzes the IO complexity of
DEFT, showing a significant reduction in HBM
accesses compared to existing attention algo-
rithms. Note that it is non-trivial to summarize
the IO cost of the entire tree decoding process,
thus we only compare IOs based on the decoding
tree snapshot in a single iteration.

Consider a decoding tree with the features out-
lined in Table 2, and we summarize the corre-
sponding IO breakdown in Table 3. It can be
observed that due to the lack of tree-topology
awareness, sequence-based decoding methods,
such as naive attention and Flash-Decoding, in-
cur Fs times more memory access overheads
for KV cache compared to DEFT and Tree
Attention-Medusa (Cai et al., 2024).

However, Tree Attention-Medusa entails higher IO overheads for partial results like QK> and
Softmax due to the lack of tiling and kernel fusion6.

When the number of leaf nodes/queries ln is sufficiently large, the IO cost of partial results might
become comparable to that of the KV cache. For instance, in the Llama models (Touvron et al.,
2023a;b), where dhead=128, with ln=32, the total IO cost of QKT and Softmax matches that of
the KV cache.

Remark. Though similar to DEFT, SpecInfer (Miao et al., 2023) also employs a fused kernel for tree
attention. No IO is sharing for KV cache among queries in SpecInfer: instead, each query will load
the entire KV cache of the tree independently, bringing significant IOs of the KV cache as in Table 3.

4 EXPERIMENTS

In this section, we evaluate DEFT and other methods on tree-search-based tasks like reasoning.

6Note that both QK> and Softmax will load and write, so the IO cost contains a round-trip of memory
access between HBM and shared memory, as shown in Figure 9.
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Figure 4: The detailed procedure of reconstructing tree templates. (Left) Reconstructing reasoning trees from
practical reasoning records as outlined in Besta et al. (2023) involves capturing the following aspects: (1) the
structure of trees, characterized by their depth d and width w; (2) the token length associated with each thought;
and (3) the best thought at each depth along with its corresponding score. For the task of document merging, the
tree depth is set to d = 3, with a width of w = 10 at each depth. For sorting 128 numbers, the depth is reduced
to d = 10, while maintaining the same width of w = 10. (Right) Utilizing the extracted thought information
from Left, we can generate tree templates for decoding, encompassing branch records and prune records. These
records are instrumental in guiding the tree decoding process to produce decoding trees that faithfully replicate
the structure of the tree-of-thoughts.

4.1 EXPERIMENTAL SETUP

To ensure a fair and feasible comparison, we use tree KV management illustrated in Section 3.2
throughout our evaluations. We omit results with sequence-based KV cache management, due to the
inefficient memory footprint and out-of-memory issue7.
Baselines. We evaluate the performance of DEFT in NVIDIA A100 (80GB) in Llama2-7B-HF
model (Touvron et al., 2023b) with SOTA attention algorithms in sequence-based and tree-based
decoding: (1) Flash-Decoding (Dao et al., 2023), using the CUDA implementation; (2) Tree Attention-
Medusa, where we extend it to the PyTorch implementation suitable for general tree attention, inspired
by the Medusa (Cai et al., 2024) with fixed tree masks. 8

Workloads generation. Using the interaction records of Tree-of-Thoughts methods with GPT
3.5 Turbo from Besta et al. (2023), we reconstruct the decoding trees for two tasks: (1) sorting
128—sorting 128 numbers; (2) doc merging—document merging. We elaborate on the procedure
of extracting decoding trees from interaction records with LLM from Besta et al. (2023) in Figure 4,
which could be tree templates9 to guide the tree decoding process with the same function as the
tree-search algorithm. For the sake of simplicity, we ignore the evaluation prompt template and
its overhead to select the best thought when generating the tree of thoughts. We profile the token
length distribution of "thought" nodes in reconstructed trees from these two reasoning tasks. We
find that 79.5% and 100% of thoughts’ KV cache in the tasks of sorting 128 and document merging,
respectively, have a greater length than the maximum number of queries among 100 trees during
tree decoding. This provides strong evidence that the IO of queries introduced by our KV-Guided
Tree Split strategy can be ignored compared with KV Cache IO. See detailed distribution of token
length and workload analysis in Appendix A.4.

4.2 RESULTS

End-to-end behaviors: latency and IOs. We compare DEFT with Flash-Decoding and Tree
Attention-Medusa in average latency and IOs for tasks of sorting 128 and doc merging in Table 4. The
optimization in KV cache results in a significant reduction of IOs, achieving a 3.6−4.5× reduction

7When applying sequence-based KV cache management (no sharing in storage for prefixes), we find
sequence-based decoding algorithms—e.g., i) naive sequence-based attention in HuggingFace Transformers
(Wolf et al., 2019), and ii) original Flash-Decoding implementation—meet out-of-memory in the middle of
decoding (∼ 2,000 iterations for workloads in this section) even for A100 with 80GB memory capacity.

8We didn’t include the tree attention operator in SpecInfer (Miao et al., 2023) because its kernel only support
at most 64 tokens in the decoding tree. Details in Appendix A.2.

9The decoding trees would be forced to branch and prune in certain iterations to get exactly the same shape of
the decoding tree as the original tree-of-thoughts process, to ensure fairness for workloads of different baselines.
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Table 4: Average end-to-end latency (second) and IO breakdown (TB) when decoding with 100 trees
of two reasoning tasks from (Besta et al., 2023): (i) (Left) sorting 128 numbers; (ii) (Right) document
merging. IO mainly consists of three parts as follows. (i) KV cache: IO-KV; (ii) QKT : IO-QKT ; (iii)
Softmax(QKT ): IO-Softmax. Baselines: (i) Flash-Decoding: attention in Flash-Decoding (Dao et al., 2023);
(ii) Tree Attention-Medusa: causal masked tree attention in Medusa (Cai et al., 2024).

Task of sorting 128 numbers Task of document merging

Latency IO-KV IO-QKT IO-Softmax Latency IO-KV IO-QKT IO-Softmax

Flash-Decoding 548 35.1 0 0 450 30.7 0 0
Tree Attention-Medusa 653 7.9 0.6 1.3 660 8.6 0.7 1.3

DeFT(ours) 305 7.9 0 0 272 8.6 0 0
Speed up over best baseline 1.80× - - - 1.66× - - -

(a) Average latency and query length when decoding
with 100 trees of sorting 128 numbers per iteration.

(b) Average latency and query length when decoding
with 100 trees of document merging per iteration.

Figure 5: Average per iteration results for 100 trees in each reasoning task.

compared to Flash-Decoding’s KV cache IO. Additionally, the reduction of IOs in partial results
during attention calculation leads to a reduction of 1.9 − 2TB (equivalent to 25% of the total KV
cache IO) compared to Tree Attention-Medusa. These optimizations jointly contribute to a notable
speedup of our DEFT, achieving 1.7−1.8× improvements over Flash-Decoding and 2.2−2.4×
improvements over Tree Attention-Medusa, respectively. We will discuss why the reduction of KV
cache IO does not have a significant acceleration effect on causal masked tree attention below.
Dynamic behaviors: latency per iteration. The size of the decoding tree dynamically changes
due to branch and prune operations among iterations. To capture this dynamic behavior, we track
the latency changes across tree decoding iterations in Figure 5 for DEFT, Flash-Decoding, and Tree
Attention-Medusa. Notably, Tree Attention-Medusa exhibits a strong sensitivity to query length: as
evident in iteration 1,000 of Figure 5a, the sensitivity arises as the size of the partial result is directly
proportional to the query number. Consequently, this not only leads to increased IO but also results
in a larger memory footprint, with the GPU’s peak memory usage reaching 95% compared to that of
40% in DEFT. However, when the tree size is relatively small due to pruning, Tree Attention-Medusa
can outperform Flash-Decoding, as observed in iteration 2,500 of Figure 5a. DEFT significantly
outperforms these two baselines and exhibits stable performance across a variety of tree sizes.

5 DISCUSSION

In conclusion, we have proposed DeFT, a novel IO-aware tree attention algorithm to accelerate large
language models combined with tree search algorithms. DeFT can aware topology of decoding tree
to ease the great IO of KV cache, and a fused kernel is adopted to eliminate the IO of partial results
during attention calculations. We have demonstrated in two practical reasoning tasks, DeFT can
obtain 1.7−2.4× speedup thanks to 3.6−4.5× reduction of KV cache IO and 1.9− 2TB reduction
(equivalent to 25% of the total KV cache IO) of QK> and Softmax.

Key advantages of DeFT are IO-aware and simple, as no tree attention mask is required during the
decoding. DeFT is also not sensitive to query numbers of the tree, which shows great potential to
support a large search space with multiple branches.
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A APPENDIX

A.1 COMPONENTS OF SYSTEM SUPPORT FOR DEFT

The left part of Figure 6 shows the coordinations of different components for efficient and flexible
tree-based decoding. The details of functions for system components of DEFT are as below:

1. Branch Controller: It makes the tree decoding process forced by a user-defined function (e.g.
branch to two children every 3 iterations, as the example shown in the right of Figure 6). Tree-
search-based algorithms can be applied here using the decoding tree’s topology information.

2. Sequence Tree Manager: It maintains the topology of the decoding tree based on the tree
operations and tokens from the Branch Controller. The tree operations like pruning and branching
will be executed by Tree Handler in this component. Branch Result Storage will record token
generation results of all branches in the decoding tree, and output when the decoding stops.

3. KV cache Manager: It will maintain KV cache with a tree structure. A map between sequence IDs
in the decoding tree and KV cache index is kept, which will be updated based on KV operations10

from the Sequence Tree Manager.
4. Model Interface: pass input metadata to DeFT Attention kernel and MLP module, then return

logits and memory pointers of updated KV cache.

The right part of Figure 6 further showcases the key data flow of the system through a decoding tree
example: input metadata will be extracted by three components we mentioned above, then loaded
from HBM to shared memory in a group manner during the QKV PREPARATION phase discussed
later. Then QKV groups will be processed by DEFT ATTENTION KERNEL in Section 3.3.

A.2 DISCUSSION OF TREE-BASED DECODING

Tree-based decoding could have tree-structured KV cache for storage with awareness of shared
prefixes (Zheng et al., 2023), or tree-structured queries in parallel decoding (Miao et al., 2023; Cai
et al., 2024), as shown in Figure 7.

In SpecInfer(Miao et al., 2023), as shown in Figure 7b, a bit mask is utilized to record the causal
information among queries of a token tree. Each token ti in queries will have a 64-bit Int as a bit
mask, where j-th bit means the causal relationship between query of ti and KV cache of tj . The

10e.g. when a node is pruned in the decoding tree, its KV space will be evicted using a Remove operation.
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Figure 6: Illustration of DEFT. (Left) System overview. (Right) The data flow using a decoding tree example.

(a) (Left) Sequence KV with queries in a tree for parallel decoding (Miao
et al., 2023), where a bit mask in Figure 7b is applied to record the causal
information among queries in a tree of tokens. (Right) Tree KV with parallel
queries for shared prefixes in DEFT.

(b) Bit Mask in SpecInfer (Miao et al., 2023) to record the causal
information between query tokens in a tree structure. The decoding
tree is in the left part of 7a.

Figure 7: Discussion of tree-based decoding with tree queries (Miao et al., 2023) and tree KV.

advantage of this mask design is that it greatly reduces IO, but it results in the maximum number of
tree tokens being only 64, which is not practical for scenarios with tree-structured KV cache.

A general decoding could both do with tree KV and tree queries, which could reduce redundancy
(e.g. IO, storage, computation, etc) of shared prefixes, as well as increase the generated tokens per
decoding iteration.
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Figure 8: Operations of FlashAttention (Dao et al., 2022). Kernel Fusion with Tiling strategy is adopted to
eliminate the IO of partial results like QK> (Sij in the right part of the figure) and Softmax.

Figure 9: Operations of Tree Attention-Medusa (Cai et al., 2024). No Kernel Fusion or Tiling strategy is applied,
which introduces significant IO of partial results like QK> (S in the right part of the figure
and Softmax between GPU global memory and on-chip shared memory.

A.3 DISCUSSION OF TECHINIQUES IN EFFICIENT ATTENTION ALGORITHM DESIGN

In this subsection, we summarize and discuss the common techniques in existing designs of efficient
attention algorithms and kernels : (1) Kernel Fusion with Tiling strategy (Dao et al., 2022; Hong
et al., 2023; Miao et al., 2023); (2) Tree-topology Aware Causal Mask (Miao et al., 2023; Cai et al.,
2024); (3) Split with Global Reduction(Hong et al., 2023). Then we explain the details of design in
DEFT Attention Kernel.

Kernel Fusion is a common technique of IO reduction, as shown in Figure 8: if multiple operations
are performed on the same input, it is more efficient to load the input once from HBM rather than
loading it multiple times for each operation; Similarly, the same principle applies when transferring
output from shared memory to HBM. To fuse all the attention operations into one GPU kernel with
the limited size of shared memory, we further utilize the commonly employed Tiling strategy (Dao
et al., 2022; 2023): split queries and KV cache within each QKV group to small blocks to prevent
materialization of attention matrix in HBM by computing attention within the limited size of shared
memory, then incrementally performing the softmax reduction to reconstruct the attention.

Remark A.1 (Importance of tiling and fused kernel during ATTENTION CALCULATION PHASE).
Methods in this phase can be roughly divided into two categories: (1) without tiling and kernel fusion:
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Figure 10: Operations of Flash-Decoding (Dao et al., 2023). (Left)Overview of two stages in Flash-Decoding.
(Right) Details of stage 2–global reduction in Flash-Decoding. The QKV groups G0–G3 are from the top left of
Figure 2.

(a) Left: Illustration of DEFT kernel with two stages. Right: Global reduction kernel called in DEFT stage 2
illustrated in Figure 11b. QKV Groups G0,G1 and G2 are from DEFT QKV groups in Figure 2.

(b) Stage 2 of DEFT: Global Reduction. Based on tree topology in Figure 2, we can group LogSumExp and
Partial Attention based on Query, then we call the Global reduction kernel in the right of Figure 11a to get
the final attention.

Figure 11: Attention operations of DEFT kernel. Based on the same decoding tree in Figure 2.

Tree Attention in Medusa (Cai et al., 2024), which introduces significant IO operations for partial
results (i.e.. QK> and Softmax), as shown in Figure 9; (2) with tiling and a fused kernel: Flash
Decoding (Dao et al., 2023), Tree Attention in SpecInfer (Miao et al., 2023) and our DEFT.

The Tree-topology Aware Causal Mask (Causal Mask for short) is introduced in speculative decoding
works (Miao et al., 2023; Cai et al., 2024) to facilitate the calculation of attention for all queries within
a decoding tree using a single GPU kernel. It achieves this by recording the causal relationships among
queries and KV cache in the decoding tree. As depicted in Figure 7, while originally designed for
tree-based decoding with KV cache for a sequence of tokens and tree-structured queries, the Causal
Mask can also be adapted to tree decoding with tree-structured KV cache and parallel queries—a
configuration targeted by DEFT to enhance efficiency.

Remark A.2 (The effects of introducing a causal mask). Causal mask brings two parts of redundancy:
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• Memory Access. Medusa (Cai et al., 2024) materializes the causal mask in HBM to record the
causal information between nq tokens in queries and nkv tokens in the KV cache, thereby introduc-
ing a significant IO cost for loading this nq × nkv-sized mask to shared memory. SpecInfer (Miao
et al., 2023) introduces a 64-bit integer as a bit mask to record the causal information among up
to 64 tokens, which incurs minimal IO cost from HBM to shared memory but is not suitable for
decoding trees with more than 64 tokens. Details regarding the design of the bit mask in SpecInfer
are discussed in Appendix A.2.

• Computation. In addition to the computational cost of generating the causal mask itself, there is
an additional redundancy in computation: many of the matrix multiplication results of QK> are
masked out and never utilized. Both Medusa and SpecInfer have this issue.

DEFT-Node in Appendix A.5 does not require a causal mask and there is no IO and calculation
redundancy caused by masking. DEFT-Subtree in Appendix A.6 adopts a bitmask insipred by
SpecInfer (Miao et al., 2023)to minimize the IO of the causal mask. Detials of this bitmask design
will be in the future version of this paper.

Split is introduced to improve GPU utilization in sequence-based decoding (Hong et al., 2023), which
is necessary when the parallelism is limited by a small batch size for long-context scenarios. As
shown in Figure 10, Flash-Decoding splits long KV and group QKV based on Q first, then these
groups will be allocated to different streaming multi-processors (SMs) in the GPU to get partial
attention via FlashAttention kernel.

To obtain the accurate final attention, partial attentions from QKV groups with identical queries need
to be grouped for Global Reduction, as depicted in the right section of Figure 10.

Similarly, DEFT also split the decoding tree to different QKV groups for high utilization of GPUs,
which is the KV-Guided Tree Split strategy we propose, as illustrated in the bottom right part of
Figure 2. To retriviel the correct tree attention, DEFT also requires a global reduction. However, the
global reduction in Flash-Decoding is for sequence-based decoding, which cannot aware the tree-
topology for global reduction in tree-based decoding. Therefore, we propose Tree-Topology-Aware
Global Reduction, as shown in the 11b.

A.4 DISCUSSION OF WORKLOADS GENERATION

The distribution of thought token lengths over 100 trees across various depths for two reasoning
tasks–sorting 128 numbers and document merging from Besta et al. (2023), is shown in Figure 12.
We can find that 79.5% and 100% of thoughts’ KV cache in the tasks of sorting 128 and document
merging respectively, have a larger length than the maximum query numbers among 100 trees during
tree decoding.

While the above observation mentioned in multi-step reasoning trees (Yao et al., 2023) generally
holds true, we aim to optimize efficiency for a broader range of tree-based tasks. In scenarios where
the token length of queries may be comparable to that of KV cache, there may still be room for
optimization with DEFT-Node (see Appendix A.5). However, for situations like these, DEFT-Subtree
(refer to Appendix A.6) is adept at evenly splitting the decoding tree into subtrees, ensuring that the
token length of KV cache is significantly larger than that of queries in each QKV group.

A.5 DEFT-NODE ALGORITHM

DEFT-Node11 has two phases-Phase 1-QKV Preparation and Phase 2-Attention Calculation.

Phase 2-Attention Calculation of DEFT has two stages.

1. Stage 1: Calculate Partial Attentions. We will apply Flash Attention of all QKV groups obtained
after Phase 1-QKV Preparation of DEFT, to get partial attention and LogSumExp.

2. Stage 2: Global Reduction. We will remap partial attention and LogSumExp based on each
query, and get final attention based on global reduction similar to Flash-Decoding (Dao et al.,
2023).

11If there is no special explanation of the DEFT Attention algorithm in the text, it refers to DEFT-Node
Algorithm.
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(a) Thought token length distribution in sorting 128.
79.5% of thoughts’ KV cache length is larger than the
maximum query numbers.

(b) Thought token length distribution in document
merging. 100% of thoughts’ KV cache length is larger
than the maximum query numbers.

Figure 12: The distribution of thought token lengths over 100 trees across various depths for two tasks.
We compare the thought token length with maximum query numbers during decoding for all tree templates
and find that the query length during tree decoding is significantly smaller than the thought token length of
KV. This observation highlights that 79.5% and 100% of thoughts’ KV cache in the tasks of sorting 128 and
document merging respectively, have a larger length than the maximum query numbers among 100 trees during
tree decoding. Note that the reason some thoughts are smaller than the maximum query length is attributed
to GPT3.5’s output not adhering to the prompt regulations, which may cause the graph-of-thought (Besta et al.,
2023) parser to inaccurately parse the results.

Algorithm 1 DEFT-Node Algorithm-Phase 1: QKV Preparation.

Input: query Q ∈ R(bq,d), Key cache list KL = (K0, ...KN−1), Value cache list V L =
(V0, ...VN−1) for each sequence node in the tree, where N is the total number of sequences
in a tree, and Tree T with its topology information.
for each q in Q with its global index idx do

/*Get KV indices of all prefixes’ for a query.*/
QMapKV [idx]=GetPrefixKVIndices(q,KL, V L, T )

end for
for each seq’s KV cache Ki, Vi in KL, V L with its KV indice i do

/*Group each sequence’s KV with all queries that share it.*/
Qi= GroupQueryToKV(Q,Ki, Vi, T ) ∈ Rbi,d ⊂ Q
KVMapQ[i] = Qi

end for
Return QMapKV, KVMapQ

A.6 DEFT-SUBTREE ALGORITHM

The algorithm (noted as DEFT-Node) in Appendix A.5 adopts a node-granularity split strategy,
which is quite simple. However, when the token lengths of different nodes in a decoding tree are very
unbalanced, it might introduce inefficient calculation due to the unbalanced workload in on-chip SMs
of GPUs.

Therefore, we can split the decoding tree in a more balanced way– in subtree-granularity. We show
the DEFT-Subtree algorithm as follows, which also consists of two stages similar to DEFT-Node12.

12We are testing DeFT-Subtree Algorithm and will add performance comparison in subsequent versions.
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Algorithm 2 DEFT-Node Algorithm-Phase 2: Attention Calculation.

Input: query Q ∈ R(bq,d), Key cache list KL = (K0, ...KN−1), Value cache list V L =
(V0, ...VN−1) for each sequence node in the tree, where N is the total number of sequences in a
tree, and Tree T with its topology information. QKV group information QMapKV , KVMapQ
from QKV Preparation Phase.
for each q in Q with its global index idx do

/*Allocate to store LogSumExp of Q@KT grouped by query.*/
LogSumExp[idx] = {}
/*Allocate to store partial results of SoftMax(Q@KT )V for each query.*/
O[idx] = {}

end for
/*Allocate space for output after reduction.*/
FO = (0)bq×d ∈ R(bq,d)

for each seq’s KV cache Ki, Vi ∈ R(bkv,d), R(bkv,d) in KL, V L with its KV indice i do
# Unroll for loop to SMs
Qi= KVMapQ[i] ∈ R(bi,d)

/*Get partial attention oi for each QKV group, LogSumExp lsei of Q@KT in row for
reduction.*/
oi, lsei = FlashAttention(Qi,Ki, Vi)
∈ R(bi,d), Rbi

/*Map the partial results back to each query for reduction.*/
for each query q in Qi with its group index gp_idx and global index idx in Q do

if i ∈ QMapKV [idx] then
LogSumExp[idx].append(lsei[gp_idx])

end if
end for

end for
for each q in Q with its global index idx do

# Unroll for loop to SMs
if len(O[idx])==len(QMapKV [idx]) then

/*Global reduction after collecting all partial results from QKV groups that contains
q.*/
LSEcat= CatTensor(LogSumExp[idx])
LSEmax=RowMax(LSEcat)
Mid_L = 0,Mid_O = 0(1,d)

for each lsej in LogSumExp[idx] do
new_exp = elsej−LSEmax

Mid_L = Mid_L+ new_exp
end for
for each lsej , oj in LogSumExp[idx], O[idx] do
new_exp = elsej−LSEmax

Mid_O = Mid_O + new_exp@oj/Mid_L
end for
FO[idx] = Mid_O

end if
end for
Return FO
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Algorithm 3 DEFT-Subtree Algorithm-Phase 1: QKV Preparation.

Input: query Q ∈ R(bq,d), Key cache list KL = (K0, ...KN−1), Value cache list V L =
(V0, ...VN−1) for each sequence node in the tree, where N is the total number of sequences
in a tree, and Tree T with its topology information. Subtree size St, which means each subtree
after tiling contains at most St tokens.
/*Evenly slice/blockwise the Tree KV cache (with nT tokens in the tree ) to subtrees.*/
SubInfo, KSub, VSub =Slice( KL, VL, St, T )
/*Notes: (1) subtree number m = Ceil(nT /St);
(2) subtrees’ KV cache KSub = (Kb0, ...,Kbm−1), V Sub = (V b0, ..., V bm−1);
(3) subtree information SubInfo = (Sb0, ..., Sbm−1), where each subtree i has Sbi =
(ofs0, ...ofsnbi

−1) to record the offset of each node in the subtree KV cache, with nbi as the
total number of nodes in subtree i. */
for each subtree’s KV cache Kbi, V bi in KSub, V Sub with its subtree ID i do

/*Group each subtree’s KV with all queries that share it.*/
Qi= GroupQueryToKV(Q,Kbi, V bi, T ) ∈ Rbi,d ⊂ Q
KVMapQ[i] = Qi

for each query q in Qi with a global index idx in Q do
QMapKV [idx].append(i)

end for
/*Add a causal mask as different nodes in a subtree could be shared by different queries.*/
CausalMask[i] = GetBitMask(Qi,Kbi, V bi, T )=(CM0, ...CMnbi

−1)
where nbi is the total number of nodes in the subtree, and CMi is a 64-bit int bit mask for node
i.
/*E.g, 100....00 with 1 in bit 0, means the Qi[0] does not share KV cache of node i in the
subtree.*/

end for
Return QMapKV, KVMapQ, CausalMask,SubInfo
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Algorithm 4 DEFT-Subtree Algorithm-Phase 2: Attention Calculation.

Input: query Q ∈ R(bq,d), Key cache list in subtree-granularity KSub=(Kb0,...,Kbm−1), Value
cache list in subtree VSub = (V b0,...,V bm−1 for m subtrees after tiling based on Tree T
with its topology information. QKV group information QMapKV , KVMapQ, causal mask
CausalMask and subtree information SubInfo from QKV Preparation Phase.
for each q in Q with its global index idx do

/*Allocate to store LogSumExp of Q@KT grouped by query.*/
LogSumExp[idx] = {}
/*Allocate to store partial results of SoftMax(Q@KT )V for each query.*/
O[idx] = {}

end for
/*Allocate space for output after reduction.*/
FO = (0)bq×d ∈ R(bq,d)

for each subtree’s KV cache Kbi, V bi ∈ R(bkv,d), R(bkv,d) in KSub, V Sub with subtree ID i do
# Unroll for loop to SMs
Qi= KVMapQ[i] ∈ R(bi,d)

/*Reconstruct mask for attention calculation based on CausalMask and SubInfo*/
bitmask = CausalMask[i] ∈ Rnbi ,where nbi is the total number of nodes for subtree i.
SubOfst = SubInfo[i] ∈ Rnbi

mask = ReconstructMask(bitmask, SubOfst) ∈ R(bi,bkv)

/*Get partial attention oi for each QKV group, LogSumExp lsei of Q@KT in row for
reduction.*/
oi, lsei = FlashAttention(Qi,Kbi, V bi,mask)
∈ R(bi,d), Rbi

/*Map the partial results back to each query for reduction.*/
for each query q in Qi with its group index gp_idx and global index idx in Q do

if i ∈ QMapKV [idx] then
LogSumExp[idx].append(lsei[gp_idx])

end if
end for

end for
for each q in Q with its global index idx do

# Unroll for loop to SMs
if len(O[idx])==len(QMapKV [idx]) then

/*Global reduction after collecting all partial results from QKV groups that contains
q.*/
LSEcat= CatTensor(LogSumExp[idx])
LSEmax=RowMax(LSEcat)
Mid_L = 0,Mid_O = 0(1,d)

for each lsej in LogSumExp[idx] do
new_exp = elsej−LSEmax

Mid_L = Mid_L+ new_exp
end for
for each lsej , oj in LogSumExp[idx], O[idx] do
new_exp = elsej−LSEmax

Mid_O = Mid_O + new_exp@oj/Mid_L
end for
FO[idx] = Mid_O

end if
end for
Return FO
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