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ABSTRACT

Recently, large language models (LLMs) have demonstrated strong performance,
ranging from simple to complex tasks. However, while large proprietary models
(e.g., models with over 100B parameters) achieve remarkable results across di-
verse tasks, they are often accessible through costly APIs, making frequent use
too costly for many applications. In contrast, small open-source models (e.g.,
models with fewer than 3B parameters) are freely available and easy to deploy
locally, but their performance on complex tasks remains limited. This trade-off
raises a natural question: how can small and large models efficiently collaborate
to combine their complementary strengths? To bridge this trade-off, we propose
COPE, a test-time collaboration framework. A planner model first generates a
plan, a high-level abstraction of the task, and this plan serves as a lightweight in-
termediate that guides a downstream executor model. Small and large models take
turns acting as planner and executor, exchanging plans in a multi-stage cascade to
collaboratively solve tasks. Through comprehensive experiments on benchmarks
spanning mathematical reasoning, code generation, open-ended tasks, and agent
tasks, we demonstrate that COPE achieves performance comparable to large pro-
prietary models, while drastically reducing the inference API cost. These results
highlight planning as an effective prior for cost-efficient inference.

1 INTRODUCTION

Large language models (LLMs) have achieved impressive performance on complex tasks (Rae et al.,
2021; Lewkowycz et al., 2022). However, deploying them at scale presents a critical trade-off be-
tween model capability and computational cost. As larger models continue to improve in capability,
they also grow increasingly costly to run (Achiam et al., 2023; Schick et al., 2023). Smaller models,
in contrast, are far more deployable, but their limited capacity hinders them on complex tasks (Ko-
jima et al., 2022; Wei et al., 2022).

This trade-off is especially clear in realistic deployment scenarios. Users typically interact with lan-
guage models via mobile or edge devices, which cannot host large models (Leviathan et al., 2023;
Chowdhery et al., 2023). Instead, large models often reside in the cloud and incur substantial infer-
ence costs. In this setting, relying solely on large models for every request is both economically and
practically infeasible. These constraints call for inference strategies that use small models whenever
possible and selectively leverage large models only when necessary. For clarity, we use the terms
free vs. costly, small vs. large, and weak vs. strong interchangeably to refer to models with different
capacities and cost characteristics, depending on context.

There are few methods that address cost-aware small-large model collaboration, where large models
are used sparingly at test time (Yue et al., 2023; Kolawole et al., 2024; Chen et al., 2023). These
methods essentially operate as cascades: a small model first attempts the task, and if its output fails
to satisfy a confidence-based criterion (e.g., majority voting threshold), the task escalates to the large
model in the next stage. However, they remain a form of independent delegation, as only one model
operates in each stage, without collaborating within a stage to produce outputs together. This limits
their ability to jointly perform complex tasks in a structured and interactive manner.

In contrast, we propose to structure this collaboration through planning. Instead of directly perform-
ing a task, a model first produces a high-level abstraction of the task (such as a goal or a guideline),
which we call a plan. A plan guides downstream execution by another model. This planning step
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serves as a lightweight, transferable intermediate that allows models to scaffold each other’s think-
ing. Thus, we explore the following research question:

Research Question

Can planning function as a mediator of collaboration between large and small models for
efficient inference?

To answer this question, we introduce COPE (Collaborative Planning and Execution), a test-time
inference framework in which free and costly models share the roles of planner and executor. The
process begins with a free model attempting both planning and execution. If the model lacks con-
fidence in its output, planning and then execution are gradually escalated to a costly model. This
structure allows models to collaborate adaptively: easy tasks are handled by free models, and harder
tasks are handled by costly models.

COPE significantly reduces inference cost while matching or even surpassing the performance of
the larger model. For example, on the MATH-500 dataset, COPE achieves 75.8% accuracy (higher
than GPT-40’s 75.2%) while reducing cost by nearly 45%. On the MBPP code generation bench-
mark, COPE improves accuracy to 66.4% compared to GPT-40’s 64.0%, while cutting inference
cost by nearly 75%. Similar trends hold across diverse tasks including open-ended tasks and agent
tasks. These results highlight COPE as a broadly effective and scalable framework for efficient LLM
inference.

2 RELATED WORK

Planning for LLM inference. Planning has been primarily studied in robotics and vision-
language-action models as a core mechanism for structured decision-making (Kim et al., 2024;
Black et al., 2023). A high-level planning module decomposes a task into subgoals, which are then
carried out through low-level execution by downstream components. Planning can be seen as a
feature of System-2 thinking (Ji et al., 2025).

In contrast, planning remains relatively underexplored in the context of LLM inference. Wang et al.
propose the use of planning tokens prepended to each chain-of-thought step. However, this method
requires supervised training to learn the tokens and focuses on local step-wise annotations rather
than providing global guidance. Saha et al. (2025) introduce EvalPlanner, a framework for LLM-as-
a-Judge (Zheng et al., 2023) evaluation. Given a pair of responses, the model generates an evaluation
plan to structure its judgment. However, the plan is generated only after seeing the responses and
serves solely to structure the judgment process, not to guide generation. The method further requires
training on both planning and reasoning.

In our method, planning precedes execution in LLM inference. The plan is a purpose-driven repre-
sentation of the task (such as a goal or guideline). Here, planning is not learned and decoupled from
execution, so it serves as a lightweight interface between models of different capacities.

Test-time compute scaling. Test-time compute scaling (Snell et al., 2024) refers to how compu-
tational resources are allocated and utilized at inference time to improve accuracy. These efforts
typically fall into two directions: parallel sampling, which generates multiple outputs and selects
the best among them (Wei et al., 2022; Wang et al., 2022), and sequential sampling (or iterative
refinement), where a model revises its outputs over multiple passes (Madaan et al., 2023; Zelikman
et al., 2022; Lee et al., 2025; Kumar et al., 2024; Muennighoff et al., 2025).

These techniques typically aim to improve performance by allocating more compute to a single
model. However, they remain limited by the capacity of the model itself. Once a model’s abilities
are exceeded, performance saturates (Snell et al., 2024). This motivates a different approach: rather
than pushing a single model further, we explore collaboration across models of different capacities.
This form of cross-model scaling can be seen as a new axis of test-time compute scaling.

Cost-aware LLM inference. Some recent approaches aim to reduce the cost of LLM inference
by using costly models only when necessary. Given a problem, LLM Cascade (Yue et al., 2023)
samples multiple answers from a free model and estimates consensus ratio, which is the degree
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Table 1: Accuracy (%) of model combinations on the MATH-500  Table 2: Accuracy of Llama-
dataset. ‘Base’ shows accuracy without a planner; other columns 1B with different plan types

use GPT-mini, Llama-3B, or Llama-1B as planners. on the MATH-500 dataset.
Executor Base GPT-mini Llama-3B Llama-1B Plan Type Accuracy (%)
GPT-mini 73.8 76.2 70.6 69.6 None 25.2
Llama-3B  42.8 53.0 37.6 32.8 Guideline 232
Llama-1B  25.2 36.4 26.0 23.2 Goal 30.2

of agreement among the answers. If the consensus ratio fails to meet a criterion, the problem is
escalated to a costly model. It leverages few-shot examples with a mixture of reasoning formats
(Chain of Thought (CoT) and Program of Thought (PoT)). ABC (Kolawole et al., 2024) routes
among multiple models without relying on curated few-shot examples. FrugalGPT (Chen et al.,
2023) trains a lightweight scoring function for a routing policy. However, the limited capacity of the
scoring function may hinder performance on complex tasks. In contrast, our method requires neither
few-shot examples nor training, and it extends beyond reasoning to open-ended and agent tasks.

3 MOTIVATION

In this section, we hypothesize that generating a simple plan can guide downstream execution (e.g.,
reasoning), and introduce motivational examples and the insights drawn from them. In this work, a
plan refers to a high-level abstraction of the task. More precisely, it is a purpose-oriented represen-
tation that serves as a guide for execution (refer to Figure 2).

Given a task, we first prompt the planner model to generate a brief guideline, typically one or two
sentences, that outlines how to approach the task. This guideline is then provided, along with the
original task, to the executor model. The following observations illustrate how this planning stage
enables collaboration between models.

We use Llama-3.2-1B-Instruct, Llama-3.2-3B-Instruct, and GPT-40-mini, hereafter referred to as
Llama-1B, Llama-3B, and GPT-mini, respectively. Llama-1B and Llama-3B are open-source and
freely accessible, while GPT-mini is accessed via a paid API.

Observation 1. Larger planners help smaller executors.

We begin by examining whether larger models can improve the performance of smaller ones by pro-
viding plans. As shown in Table 1, when a larger model acts as a planner for a smaller executor, such
as GPT-mini planning for Llama-3B or Llama-3B planning for Llama-1B, the executor’s accuracy
improves over the no-plan baseline. For example, Llama-3B achieves 42.8% accuracy without plan-
ning, which rises to 53.0% when guided by GPT-mini. Likewise, Llama-1B improves from 25.2%
to 36.4% when using plans from Llama-3B. This suggests that larger models are effective at guiding
smaller models through planning.

Observation 2. Smaller planners degrade larger executors.

We next examine whether smaller models can effectively serve as planners for larger executors.
As shown in Table 1, when smaller models such as Llama-1B or Llama-3B act as planners for
larger models like GPT-mini or Llama-3B, the resulting performance is often lower than the no-plan
baseline. For instance, GPT-mini achieves 73.8% without a plan, but drops to 70.6% and 69.6%
when using plans from Llama-3B and Llama-1B, respectively. This suggests that low-quality plans
generated by smaller models can hinder the execution ability of larger models.

Observation 3. A model benefits from plans aligned with its capacity.

We investigate whether a model can effectively act as their own planners, i.e., given a task, the
model first generates a plan and then performs the task based on the plan. For large models such as
GPT-mini, self-generated plans improve performance: GPT-mini achieves 73.8% accuracy without
planning, which increases to 76.2% when using its own plans (Table 1). This suggests that large
models can successfully scaffold their own execution through planning. In contrast, small models
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Figure 1: Overall framework of COPE. The system proceeds in up to three stages of inference,
where small and large models alternate roles as planner and executor. In each stage, given a task,
a plan is generated by the planner, and the executor produces candidate outputs. If a task-specific
confidence falls below the stage threshold, the task escalates to the next stage. Plans generated in
earlier stages are retained and reused in later stages.

show mixed results when acting as their own planners. For example, Llama-1B performs worse with
self-generated plans (23.2%) than with no plan at all (25.2%).

To explore whether simpler planning might help, we prompt the model to generate a goal (what to
achieve) rather than a guideline (how to solve the task) as before. In this setting, accuracy improved
to 30.2% (Table 2). This suggests that planning must be tailored to the model’s capacity: small
models benefit more from simpler, purpose-oriented abstractions than from complex instructions.

These findings motivate a broader framework where planning functions as a modular component in
test-time collaboration.

4 METHOD

We introduce COPE, a collaborative inference framework in which small and large models alter-
nate roles as planners and executors across multiple stages. The core idea is to structure model
collaboration by first generating an intermediate plan, which then guides downstream execution.
Figure 1 illustrates the overall structure of COPE. Figure 2 shows an example of plan generation and
execution based on that plan.

COPE operates in three stages. In Stage 1, a small model attempts to perform the task on its own
by generating both a plan and an output. In Stage 2, a large model provides a new plan, and the
small model reattempts execution with this guidance. In Stage 3, the large model assumes both roles
to directly perform the task. Each stage is triggered only when the previous stage fails to reach
sufficient confidence, enabling adaptive allocation of compute. Here, confidence is a general notion
that can be instantiated in different ways depending on the task (e.g., majority voting for reasoning,
test case pass rate for coding, perplexity for open-ended generation). Below we describe each stage
in detail, focusing on majority voting as the confidence measure for reasoning tasks.

Stage 1: small model planning and execution In Stage 1, the small model acts as both planner
and executor. Given a problem z, it first samples n goal-type plans ¢1,...,9, ~ Pman(g | ).
For each plan g;, it then generates a solution y; ~ Pynan(y | , ¢;), and extracts the corresponding
answer a; = f(y;), where f denotes an answer extraction function.

The final answer is determined by majority vote over the answer set A := {ay,...,a,}, treating
agreement among solutions as an indicator of correctness (Wang et al., 2022; Du et al., 2023). The
consensus ratio, defined as the fraction of samples agreeing on the most frequent answer, serves as
the confidence score:



Under review as a conference paper at ICLR 2026

Problem: You had 7 bags of gold coins, each containing the same number
of coins. You found another bag that contained 53 coins, and you
decided to redistribute all your coins evenly across the 8 bags.

You successfully did this, and you also know that the total number
of coins you have is more than 200. What is the smallest number of
coins you could have had before finding the extra bag?

Solution (executor): Step 1: Determine the Target Number of Coins per
Bag. Since you end up with eight bags and all bags have the same
number of coins, let x be the number of coins in each of the
original seven bags. After adding the 53 coins, the total number of

colins becomes 8r. Thus, we have: 7Tx+53=8x [...]

(0{0) 4 )

Problem: You have seven bags of gold coins. [...]

Guideline (planner): You want to redistribute these coins into 8 bags,
meaning 7x + 53 must be divisible by 8. Then, set up the equation
Tr+53 > 201 to ensure you have more than 200 coins. Solve for x to

find the smallest integer that satisfies both conditions.
Solution (executor): Step 1: Set up the divisibility condition. The

total coins 7z + 53 must be divisible by 8. This can be expressed
as: Tx+53=0 (mod 8). Simplifying modulo 8: 7x+53=7z+5=0 (mod 8),
7x = -5 (mod 8). Since —5=3 (mod 8): 7z=3 (mod8). [...] Step 3:

Ensure 7z + 53 > 200. Substitute £ =8k +5 into the inequality: [...]
The smallest integer k that satisfies this inequality is k=3.
Therefore, the total number of coins before finding the bag of 53
coins is: Txr=7x29=203. Thus, the smallest number of coins you

could have had before finding the bag of 53 coins is: m

Figure 2: Comparison between vanilla inference and planning-guided inference with COPE. The
vanilla model fails to account for the divisibility and inequality constraints, leading to incorrect
reasoning (red). In contrast, COPE’s planner highlights these constraints explicitly (green), allowing
the executor to follow a structured solution path.

o
Consensus(A) := maxyeal{i:a; = a }|

(D

n

If the consensus exceeds a threshold 7, the answer is accepted. Otherwise, the problem is escalated
to the next stage. In that case, one of the plans g; that produced the majority-voted answer is
randomly selected and designated as g%, which is passed to Stage 2.

Stage 2: large model planning, small model execution If Stage 1 fails to produce a confident
answer, Stage 2 begins with the large model generating a new guideline-type plan g~ ~ Piarge(9 | ).
This plan is passed to the small model, which then attempts to solve the problem again by leveraging
both the original plan g% from Stage 1 and the new plan g*. These two plans are provided jointly as
input to the small model in the prompt.

Then, the small model generates a solution y; ~ Pinan(y | 2, 9%, ¢%) and corresponding answer
a; = f(y;). Majority voting is applied over the answer set {ay,...,a,} as in Stage 1. If the
consensus ratio exceeds a second threshold 79, the answer is accepted. Otherwise, the problem is
escalated to Stage 3.

Stage 3: large model planning and execution If the small model still fails in Stage 2, the problem
is escalated to Stage 3. Here, the large model takes full control of both planning and execution.
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Table 3: Performance on the MATH-500 dataset for mathematical reasoning.

Small Large Method Shot  Train | To—wl
| Acct Cost |
- Small (single) Zero X 52.8 -
- Small (majority) Zero X 65.2 -
Large Zero X 75.2 5025
Cascade (vote) Few X 72.4 3017
Cascade (verify) Few X 73.0 3021
EXAONE.35 GPT-4o  Apc Zero x| 744 4297
2 4B o FrugalGPT Few v 68.0 4163
e COPE (ours) Zero X 75.8 2766
Large Zero X 73.8 355
Cascade (vote) Few X 70.6 224
GPT-40 Cascade (verify) Few X 72.2 250
-mini  ABC Zero X 72.4 304
FrugalGPT Few v 65.6 298
COPE (ours) Zero X 74.4 212
- Small (single) Zero X 49.0 -
- Small (majority) Zero X 58.0 -
Large Zero X 75.2 5025
Cascade (vote) Few X 714 5150
Cascade (verify) Few X 72.6 5046
)5 GPT-4o  Apc Zero x| 726 4723
lee‘;ig : FrugalGPT Few v | 682 5472
o COPE (ours) Zero X 75.2 3725
Large Zero X 73.8 355
Cascade (vote) Few X 71.6 327
GPT-40 Cascade (verify) Few X 72.8 319
-mini  ABC Zero X 72.0 298
FrugalGPT Few v 69.4 349
COPE (ours) Zero X 74.0 285

Specifically, it reuses the plan g- that it generated in Stage 2, and samples y ~ Piuge(y | 7, g%). The
final answer is extracted as a = f(y). Since this is the final stage, no further escalation occurs, and
the answer is returned as the system’s output.

5 EXPERIMENTS

We evaluate COPE on multiple tasks spanning mathematical reasoning, code generation, open-
ended tasks, and agent tasks. We find n = 8, 4 = 0.75, and 79 = 0.5 are effective in many
of experiments. Please refer to the empirical study on the effect of these hyperparameters in Ap-
pendix A.

Baselines. We compare COPE against several recent methods for cost-aware inference. We im-
plement the method proposed in Yue et al. (2023), referred to as Cascade. Cascade includes two
decision strategies: vote and verify. In the vote setting, multiple answers are sampled from two dif-
ferent few-shot prompts, and the final answer is selected by majority voting across all the answers. If
the consensus ratio exceeds a threshold, the answer is accepted. Otherwise, the problem is escalated
to a stronger LLM. In the verify setting, majority voting is applied separately to answers from each
few-shot prompt, and the final decision is accepted only if the two majority-voted answers agree.
Otherwise, the problem is escalated to the stronger LLM.
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Table 4: Performance on the AIME-2024 dataset for mathematical reasoning.

Method Shot  Train | Acct Cost |
Small (single) Zero X 3.33 -
Small (majority) Zero X 6.67 -
Large Zero X 333 502
Cascade (vote) Few X 23.3 568
Cascade (verify) Few X 26.6 570
ABC Zero X 333 485
Frugal GPT Few v 333 513
COPE (ours) Zero X 40.0 478

ABC (Kolawole et al., 2024) is another agreement-based method. Unlike Cascade, it does not rely on
curated few-shot exemplars. Instead, it proceeds through multiple stages with progressively stronger
models as the stages advance. We report results using three models, following the original setup.

FrugalGPT (Chen et al., 2023) trains a lightweight scoring function which is implemented with
DistilBERT (Sanh et al., 2019). Specifically, the scoring function is trained to estimate whether an
answer is correct for a given problem. A routing policy based on the score decides whether to accept
the answer or escalate to a stronger model.

We also consider three simpler baselines. The first uses only the small model in a single-pass setting
without any sampling or aggregation (Small (single)). The second baseline uses the small model
to generate multiple outputs and applies majority voting to select the most frequent answer (Small
(majority)). The third baseline runs the large model once without planning or verification (Large).
For each task, we evaluate against the baselines that are applicable to that task.

5.1 MATHEMATICAL REASONING

Datasets and models. We use the MATH-500 dataset (Lightman et al., 2023) and the AIME-
2024 dataset (Art of Problem Solving, 2024). MATH-500 is a filtered subset of the MATH
dataset (Hendrycks et al., 2021) consisting of 500 math problems. The problems cover a broad
range of topics and difficulty levels. Compared to MATH-500, AIME-2024 is a more challenging
benchmark. AIME-2024 consists of 30 curated olympiad-level problems.

We use EXAONE-3.5-2.4B-Instruct (Research, 2024) and Qwen-2.5-1.5B-Instruct (Team, 2024) as
the small models, and GPT-40 and GPT-40-mini as the large models. For the more challenging
AIME-2024 dataset, considering the increased difficulty of the problems, we use Qwen-2.5-3B-
Instruct as the small model, and Gemini-2.0-Flash as the large model. For ABC, which requires
three models, we additionally include Qwen-2.5-0.5B-Instruct alongside the above models.

Evaluation metrics. We evaluate accuracy (%) using exact match. For mathematical answers, we
use symbolic comparison to accept equivalent expressions (e.g., 1/2 and 0.5). For non-mathematical
outputs, exact string match is used. For cost, we use the actual per-problem API price based on real-
world model pricing (OpenAl, 2025; Google DeepMind, 2024). We scale the values by one million
for readability, reporting cost in USD per million problems.

Results. Table 3 shows that COPE outperforms the large model baseline in overall accuracy, with
75.8% vs. 75.2% for GPT-40 and 74.4% vs. 73.8% for GPT-40-mini. This suggests that collab-
orative planning enables small models to solve certain problems that large models alone cannot.
COPE also reduces inference cost significantly, with 2766 compared to 5025 for GPT-40, and 212
compared to 355 for GPT-4o0-mini. This corresponds to nearly a 50% reduction in cost while main-
taining or improving accuracy. Moreover, COPE consistently outperforms few-shot, multi-model,
and training-based baselines in both accuracy and cost.

In Table 4, COPE achieves the highest accuracy while incurring the lowest cost, outperforming
the baselines. This suggests that COPE excels even on significantly more difficult reasoning tasks.
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Table 5: Performance on the MBPP dataset for code generation tasks.

Small Large Method Shot  Train To—ml
Acc 1 | Cost |
- Small (single) Zero X 422 -
- Small (multi)  Zero X 57.2 -
Large Zero X 64.0 4889
Cascade Few X 64.6 2706
GPT-40 ABC Zero X 63.2 1267
EXAST§'3-5 FrugalGPT ~ Few v 63.6 | 4012
- COPE (ours)  Zero X 66.4 1279
Large Zero X 57.6 276
Cascade Few X 59.2 159
GPIdo ABC Zeto  x 594 | 80
FrugalGPT Few v 53.4 240
COPE (ours)  Zero X 62.2 77
- Small (single) Zero X 38.6 -
- Small (multi)  Zero X 54.2 -
Large Zero X 64.0 4889
Cascade Few X 62.2 2263
)5 GPT-40 ABC Zero X 62.6 1542
wagia : FrugalGPT ~ Few v 59.4 | 5029
I COPE (ours)  Zero X 66.2 1469
Large Zero X 57.6 276
Cascade Few X 574 147
GPIdo ABC Zeto  x 592 | 96
FrugalGPT Few v 57.2 493
COPE (ours)  Zero X 61.4 94

Compared to Table 3, the performance gap between the Small baselines and COPE is larger on these
harder problems, which is consistent with the difficulty-based analysis in Appendix A.2.

5.2 CODE GENERATION

For code generation, we adopt a pass-based evaluation instead of majority voting, since multiple
correct outputs may differ syntactically. Each generated output is executed against the task’s test
cases. If at least one output passes all test cases, a passing output is randomly selected as the final
output. Otherwise, the task is escalated to the next stage.

Datasets and models. We use the 500-problem test set of the MBPP dataset (Austin et al., 2021),
which consists of crowd-sourced Python code generation tasks. Each task includes a natural lan-
guage task description and test cases. We use EXAONE-3.5-2.4B-Instruct and Qwen-2.5-1.5B-
Instruct as the small models, and GPT-40 and GPT-40-mini as the large models.

Evaluation metrics. We evaluate performance using the separate hidden test cases from the
MBPP-ET dataset (Dong et al., 2025). A generated program is considered correct if it passes all
hidden test cases.

Results. Table 5 reports the results on code generation. We find that, due to its limited capacity,
the scoring function of FrugalGPT is difficult to train effectively on complex tasks. COPE achieves
both the highest accuracy and the lowest cost. This shows that the benefits of collaborative planning
extend beyond mathematical reasoning.
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Table 6: Performance on the MT-Bench dataset Table 7: Performance on the ALFWorld bench-

for open-ended tasks. mark for agent tasks.
Method Win rate (%) 1 Cost | Method \ Success rate T Cost |
Large 35.0 225 Large 42.5 11.06
COPE (ours) 36.9 160 COPE (ours) 44.8 8.64

5.3 OPEN-ENDED TASKS

To examine whether COPE extends beyond reasoning domains, we further evaluate it on open-ended
tasks. In each stage, the small model generates multiple candidate outputs. The one with the lowest
perplexity is selected as the final answer. If this perplexity is above a threshold, indicating low
confidence, the task is escalated to the next stage.

Datasets and models. We use the MT-Bench dataset (Zheng et al., 2023), which consists of multi-
turn open-ended prompts spanning domains such as writing and roleplay. We use EXAONE-3.5-
2.4B-Instruct as the small model, GPT-40-mini as the large model, and GPT-40 as the judge model.

Evaluation metrics. Since open-ended tasks lack unique ground-truth answers, we adopt the
LLM-as-a-Judge protocol from MT-Bench (Zheng et al., 2023). A judge model compares two re-
sponses and assigns a win, loss, or tie. We report the win rate between COPE and the large model.
We alternate the positions of outputs in pairwise comparisons to mitigate positional bias.

Results. Table 6 reports the win rate and inference cost on MT-Bench. COPE achieves a higher
win rate than the large model baseline with much lower inference cost. Specifically, COPE obtains
36.9% wins, 28.1% ties, and 35.0% losses against the large model. This highlights that perplexity
can serve as an effective confidence signal, and that COPE is applicable even to open-ended tasks.

5.4 AGENT TASKS

We further demonstrate the effectiveness of COPE on agent tasks, which require multi-step decision-
making. At every action step, the planner and executor collaborate to decide on next action, where
the consensus status is determined by majority voting.

Datasets and models. We conduct experiments on the evaluation split of the ALFWorld bench-
mark (Shridhar et al., 2020), which comprises 134 household tasks. In this benchmark, an LLM
is employed as an agent, and it must predict actions over multiple steps by interacting with a text-
based simulator. If the LLM-based agent successfully achieves the task, it receives the reward of
1.0; otherwise, 0.0. We use Qwen3-8B as the small model and GPT-4.1 as the large model.

Evaluation metrics. We report the success rate, which measures the percentage of tasks success-
fully resolved by the agent. In addition, we report the cost in USD, representing the total expense of
running the evaluation on all 134 tasks.

Results. Table 7 shows that COPE improves success rate while substantially reducing cost. This
demonstrates the effectiveness of COPE in agent tasks, where cost-efficiency is critical due to the
long sequence of actions.

6 CONCLUSIONS

We introduce COPE, a test-time inference framework where small and large language models col-
laborate via planning. COPE improves accuracy and reduces cost by exchanging lightweight plans
across planner-executor roles, without relying on few-shot exemplars or additional training. Across
diverse benchmarks, COPE consistently outperforms prior baselines and large models alone, while
significantly cutting inference cost. These findings highlight planning as a key mediator of efficient
cross-model collaboration, even when human priors or training data are unavailable.
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7 ETHICS STATEMENT

This work complies with the ICLR Code of Ethics. All datasets used are publicly available, and no
human subjects or private data were involved. All models were used under their respective licenses
(see Appendix D).

8 REPRODUCIBILITY STATEMENT

We provide details of datasets, model versions, prompts, and hyperparameters in the main text and
appendices (see Appendix C and Appendix G). Code is released as the supplementary material to
enable replication of results.
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Table 8: Truncated COPE. Using COPE with only Stage 1 and Stage 2 yields a dramatic reduction
in inference cost.

Setting | Accuracy (%) Cost
Large 73.8 355
COPE (S1+S2+S3) 74.4 212
COPE (S1+S2) 71.8 50

Table 9: Performance by difficulty. Improvements are larger for more difficult problems.

\ Level 1-2 Level 3-4 Level 5 Total
Method
| Acc Cost Acc Cost Acc Cost | AcctT Cost |
Small (single) 78.9 - 54.9 - 23.1 - 52.8 -
Small (majority) | 86.5 - 70.8 - 343 - 65.2 -

COPE (ours) | 91.0 70 79.8 190 493 392 | 744 212

A EMPIRICAL STUDY

All experiments in this section are conducted on the MATH-500 dataset using EXAONE-3.5-2.4B-
Instruct as the small model and GPT-40-mini as the large model.

A.1 TRUNCATING AT STAGE 2: BALANCING EFFICIENCY AND ACCURACY

In Table 8, we compare three settings: a large model alone, full 3-stage COPE, and a truncated
version that stops at Stage 2.

The 2-stage variant yields a dramatic reduction in inference cost (202 vs 50) while maintaining com-
petitive accuracy (74.4% vs. 71.8%). This shows that, in many cases, the small model, once guided
by a plan from the large model in Stage 2, produces reliable answers without further escalation.

This makes the truncated version a practical alternative when minimizing inference cost is a priority,
offering a strong balance between performance and efficiency.

A.2 PERFORMANCE BY DIFFICULTY

Table 9 shows the performance breakdown by difficulty level. Compared to the Small (majority)
baseline, COPE achieves consistent improvements across all segments. On the easiest Level 1-2
problems, accuracy increases from 86.5% to 91.0% (+4.5). For intermediate Level 3—4 problems,
the gain is larger, from 70.8% to 79.8% (+9.0). The improvement is most pronounced on the most
challenging Level 5 problems, where accuracy rises from 34.3% to 49.3% (+15.0). These results
indicate that the benefits of COPE become more significant as problem difficulty increases.

A.3 EFFECT OF SAMPLE COUNT ON VOTING STABILITY

In Table 10, we study how the number of sampled solutions n influences performance in our frame-
work. Since the final answer is selected via majority voting under a consensus threshold, increasing
n does not always lead to higher overall accuracy. However, it introduces greater diversity in the
reasoning paths explored, allowing the model to consider a broader range of plausible solutions.

Moreover, increasing n improves the stability and reliability of voting outcomes. With more sam-
ples, the consensus ratio becomes less sensitive to sampling noise, and the decisions become more
consistent. We observe that the conditional accuracy under consensus also increases with n, sug-
gesting that when agreement is reached, it is more likely to reflect a correct answer. Overall, larger
sample counts enhance both the breadth of exploration and the trustworthiness of decisions.
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Table 10: Effect of number of samples 7 on accuracy and conditional accuracy under consensus.

Accuracy
n | Accuracy (%) @ Consensus (%)
4 71.4 78.5
8 74.4 84.1
32 74.4 85.7

Table 11: Effect of consensus thresholds. Each row shows the number of problems resolved in each
stage under different threshold settings for Stage 1 and Stage 2.

Threshold Resolved Problems Results
Stage1 Stage2 Stagel Stage2 Stage3 \ Accuracy (%) Cost
0.5 0.5 312 72 116 70.0 173
0.5 0.75 326 37 137 70.8 175
0.75 0.5 204 150 146 74.4 212
0.75 0.75 205 96 199 74.2 258

A.4 EFFECT OF CONSENSUS THRESHOLD

Table 11 shows how varying the consensus thresholds in Stage 1 and Stage 2 affects both accuracy
and cost. When both thresholds are low (e.g., 0.5/0.5), the small model tends to accept answers even
when the agreement among solutions is weak. This leads to lower cost, since fewer problems are
escalated, but often results in reduced accuracy due to incorrect answers being accepted too early.

On the other hand, setting both thresholds high (e.g., 0.75/0.75) makes the system more cautious, es-
calating more problems to the large model. While this improves accuracy, it also increases inference
cost. Among the tested combinations, the 0.75/0.5 setting offers a more favorable balance. This
threshold configuration effectively reduces unnecessary use of the large model, without sacrificing
much in terms of final accuracy.

A.5 ERROR BARS

We report error bars in Table 12 as standard deviations computed over five independent runs with
different random seeds.

B THEORETICAL INTERPRETATION

Each inference stage (Figure 3) follows three steps: (i) sample a plan g, (ii) generate a solution y
conditioned on g, and (iii) aggregate the extracted answers by majority vote. We formalize the first
stage (the template for all stages) with a concise latent-variable model.

Latent variable model We formalize prediction as computing the most likely answer a = f(y),
where y is a solution and z is the input problem:

S —) >

where f(-) denotes an answer extraction function that maps a complete solution y (e.g., a reasoning
trace) to its final answer a (e.g., a scalar result).

Although one could sample solutions directly from P(y | =), we instead introduce a latent plan g to
structure the generation process. This yields the decomposition:

P(y|z)=> P(y|g,z)- Plg| ). 3)
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Table 12: Mean accuracy and cost (with standard deviation).

Method Acct | Cost|

Large 73.8£0.93 | 355 +£34
COPE (ours) 74.4+0.88 | 207 £ 6.0

Problem Plan g Sol. y Answer a
x P(glx) P(ylg,x) =f

Figure 3: Common inference module in COPE.

This decomposition enables exploration of diverse reasoning strategies, each corresponding to a
distinct plan. We sample from the resulting process by drawing g; ~ P(g | ) and then y; ~ P(y |

ghx)-

This process yields a set of solutions 1, . . ., ¥, sampled from P(y | x). From each, we extract an
answer a; = f(y;). We then approximate the objective in Eq. equation 2 via majority voting:
7 (anemgx Py 1)) = mode( o). ) @

This procedure offers a simple approximation to the most likely answer under P(y | x). Since
higher-probability y; are sampled more often, their corresponding answers f(y;) dominate the vote.
The latent plan g encourages diversity by inducing varied reasoning strategies. This improves ro-
bustness, helping recover correct answers that might be missed by direct decoding.

Bayesian inference From a Bayesian perspective, we are interested in the posterior predictive
distribution P(a | ) over answers:

Z/ﬁ(f(y) =a)P(y|g,z)P(g|x)dy, (5)

where P(g | ) serves as a prior over plans and P(y | g, z) is the likelihood of a solution path.

We approximate this distribution via Monte Carlo sampling: g; ~ P(g | ), y; ~ P(y | gi,x), and
set a; = f(y;). Majority voting over {a;} yields an estimate & ~ arg max, P(a | x).

We treat the consensus ratio as an empirical estimate of P(a = & | ), and use it to decide whether
to accept the prediction or escalate.

Mixture-of-experts (MoE) Our approach shares several structural similarities with MoE mod-
els (Jordan & Jacobs, 1994; Cai et al., 2024):

First, sampling a plan g ~ P(g | «) corresponds to selecting an expert based on the input, akin to
input-dependent gating. Second, each plan defines a distinct strategy for solving the problem, much
like how individual experts specialize in different regions of the input space. Third, given a selected
plan, the model generates a solution via P(y | g,x), which parallels how an expert produces an
output conditioned on its assignment.

C FURTHER IMPLEMENTATION DETAILS

We conduct all experiments using 8 NVIDIA RTX-3090 GPUs. Our implementation builds upon
and modifies the codebase from the search-and-1learn repository by Hugging Face (Beeching
et al.). We provide our code in the supplementary material.

Model version We use the default API versions of each large model and ensure consistency across

all experiments. Specifically, GPT-40-2024-08-06 is used for GPT-40, GPT-40-mini-2024-07-16 for
GPT-40-mini, and Gemini-2.0-Flash-001 for Gemini-2.0-Flash.
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Hyperparameters For code generation, we use a batch size of 32, and for mathematical reasoning,
a batch size of 160. In COPE, decoding temperatures are set as follows: in Stage 1, the planner uses
a temperature of 0.8 and the executor uses 0.4; in Stage 2, both the planner and executor use 0.8;
and in Stage 3, the executor uses greedy decoding (temperature = 0).

Prompts For mathematical reasoning, we adopt the system prompt from Beeching et al. for the
executor. All other prompts, including those for planners are designed by us. The system prompts
are provided in Appendix G.

D LICENSE

We use GPT-40 and GPT-40-mini via their official APIs, which are subject to OpenAI’s commercial
license. LLaMA, EXAONE, Qwen models are used under Llama 3.2 Community License Agree-
ment, EXAONE AI Model License Agreement, and Apache license 2.0, respectively. All datasets
used in this work are publicly available and used under their respective licenses.

E BROADER IMPACT

As Al systems increasingly span both edge devices and the cloud, collaborative inference frame-
works like COPE may help shape efficient and scalable deployment strategies. By reducing unnec-
essary compute, this approach can also contribute to more sustainable Al usage.

In addition, COPE reduces reliance on expensive proprietary models, making high-quality language
model inference more accessible to users with limited resources. This may support broader adoption
of Al tools across diverse settings, including education, research, and local deployment.
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F  QUALITATIVE EXAMPLES

Problem: Six cars pull up to a red light, one at a time. At the light, there are three
lanes, one left-turn lane, one straight-going lane, and one right-turn lane. How many
ways can the cars stack up so that all three lanes are occupied? Note that if the
first car turns left and the second goes straight, this is considered different from
the first car going straight and the second car turning left. 1In other words, the cars
are distinguishable, but pull up to the intersection in a fixed order.

Solution (executor): To solve this problem, we need to determine the number of ways six
distinguishable cars can be arranged such that each lane (left-turn, straight-going,
right-turn) is occupied by exactly one car. Step-by-Step Solution: Step 1: Assigning
Cars to Lanes Since there are three lanes and six cars, one lane will remain empty. We
need to choose which lane will be empty. There are 3 ways to choose which lane will

be empty (left-turn, straight-going, or right-turn). Step 2: Arranging Cars in Chosen
Lanes Once we have chosen which lane will be empty, we need to arrange the remaining
five cars in the three lanes. The number of ways to arrange m distinguishable objects
in k distinguishable bins is given by k™. Here, we have 5 cars to arrange in 3 lanes:
35 = 243 Step 3: Combining Both Steps Since there are 3 ways to choose which lane will
be empty and for each choice, there are 32 ways to arrange the cars in the remaining
lanes: 3 X 243 = 729 Therefore, the total number of ways the cars can stack up so that

all three lanes are occupied is:

Problem: Six cars pull up to a red light, one at a time. [...]

Goal (planner): The goal of the problem is to determine the number of distinct permutations
of six distinguishable cars parking in three lanes (left turn, straight, right turn)
such that each lane is occupied by at least one car.

Guideline (planner): To solve this problem, first determine the total number of ways to
assign the cars to the three lanes such that each lane has at least one car. This
can be achieved using the principle of inclusion-exclusion: calculate the total
arrangements of cars in the lanes, subtract the arrangements where at least one lane
is empty, and then add back arrangements where two lanes are empty. Finally, ensure
that each arrangement respects the order of the cars.

Solution (executor): To solve this problem efficiently using combinatorial principles, we
need to ensure that each lane (left-turn, straight-going, right-turn) has at least

one car while accommodating six distinguishable cars in three lanes sequentially.
Step-by-Step Solution: Step 1: Total Arrangements Without Restrictions. First,
calculate the total number of ways to assign six cars into three lanes without any
restrictions. Each car has 3 choices (left, straight, right): 36 = 729. Step 2:
Subtract Arrangements Where At Least One Lane is Empty. Next, subtract the cases

where at least one lane is empty. We use the principle of inclusion-exclusion for this
purpose: One Lane Empty: Choose which lane is empty (3 w§¥s),5and distribute the cars

among the remaining two lanes 128 ways for each choice): (0 2° =3:64 = 192. Two

Lanes Empty: Choose which two lanes are empty ( (g) ways), and place all cars into the
remaining lane (1 way): (g)-l6 =3-1=3. Using inclusion-exclusion: 729—192+43 = 540.
Step 3: Ensure Each Lane Has At Least One Car. Since we already ensured each lane had

at least one car through subtraction in Step 2, no further adjustment is needed here.
Conclusion. Therefore, the number of ways to stack up the six cars such that all three

lanes are occupied is:

Figure 4: Comparison between vanilla and COPE inference on a MATH-500 problem. The
vanilla solution (left), generated by EXAONE-3.5-2.4B-Instruct, results in incorrect rea-
soning (red). In contrast, COPE combines a goal from the same model with a guideline from
GPT-40-mini, highlighting key constraints (green) and guiding the executor to a correct solu-
tion.
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Problem: Suppose a and b are different prime numbers greater than 2. How many
whole-number divisors are there for the integer a(2a + b) — 2a2 + ab?

Solution (executor): To determine the number of whole—number divisors of the integer N =
a(2a + b) — 2a% + ab, where a and b are distinct prime numbers greater than 2, we start by
simplifying N. Step 1: Simplify N. First, let’s rewrite N: N = a(2a+b)—2a®+ ab.
Expanding and combining like terms: N = 2a® + ab — 2a® + ab = 2ab. Thus, we have:

N = 2ab. Step 2: Analyze the Divisors of N. Since N = 2ab and a and b are distinct
prime numbers greater than 2, we note the following: - a and b are both odd primes
(since they are greater than 2). - The product ab is odd because the product of two
odd numbers is odd. - Therefore, N = 2ab is an even number because it includes the
factor 2. Step 3: Determine the Divisors. To find the divisors of N = 2ab: - The
prime factorization of N is 2! X ab. - The divisors of N are all combinations of the
factors 2! and ab. The possible divisors are: 1,2,ab,2ab. Conclusion. Counting these
distinct divisors, we have: {1,2,ab,2ab}. Thus, there are **4+x whole-number divisors

of N. Therefore, the final answer is:

COPE

Problem: Suppose a and b are different prime numbers greater than 2. [...]

Goal (planner): The goal of the problem is to determine the exact number of distinct
whole-number divisors of the polynomial expression a(2a + b) — 2a% + ab, given that a
and b are distinct prime numbers greater than 2.

Solution (executor): To determine the number of whole-number divisors of the expression a(2a +
b) — 2a® + ab, we start by simplifying the expression algebraically. Step 1: Simplify
the Expression. First, let’s rewrite and simplify the given polynomial expression:
a(2a +b) — 2a2 + ab. Expanding and combining like terms: a-2a-+a-b— 2a2 + ab = 2a> + ab —
2a? + ab = 2ab. Thus, the simplified form of the expression is: 2ab. Step 2: Analyze

Divisors of 2ab. Since a and b are distinct prime numbers greater than 2, let’s denote
them as @ = p and b = g, where p and g are primes different from each other and greater
than 2. The expression 2ab can be written as: 2pq Step 3: Determine the Divisors.

To find the number of divisors of 2pq, we use the property of divisors for a number n =

pilps? ~-pz’“, which states that the total number of divisors is given by: (e1 + 1)(e2 +
1)---(ex +1). For 2pg: - The prime factorization is 2! .p'.q'. - Here, e; =1 for 2,

ez =1 for p, and e3 =1 for ¢q. Thus, the number of divisors is: (1+1)(14+1)(1+1)=2x
2x2 =28. Conclusion. Therefore, the number of whole-number divisors of a(2a+b)—2a2+ab

Figure 5: Comparison between vanilla and COPE inference on a MATH-500 problem. The
vanilla solution (left), generated by EXAONE-3.5-2.4B-Instruct, results in incorrect rea-
soning (red). In contrast, COPE combines a goal from the same model, highlighting a key condition
(green) and guiding the executor to a correct solution.
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G PROMPTS

Table 13: System prompts used in COPE for mathematical reasoning

Executor System Prompt

Solve the following math problem efficiently and clearly:

- For simple problems (2 steps or fewer): Provide a concise solution with minimal explana-
tion.

- For complex problems (3 steps or more): Use this step-by-step format:

## Step 1: [Concise description]
[Brief explanation and calculations]

## Step 2: [Concise description]
[Brief explanation and calculations]

Regardless of the approach, always conclude with:
Therefore, the final answer is: $\boxed{answer}s. I hope it is correct.
Where [answer] is just the final number or expression that solves the problem.

Planner System Prompt

Goal Generation: You are a math teacher. State the goal of the following math problem in
one sentence.

Plan Generation: You are a skilled math coach. Explain how to solve the following math
problem. Focus on strategy and key ideas. Respond in just one or two sentences. Return
only the guidelines as plain text.

Table 14: System prompts used in COPE for code generation

Executor System Prompt

You are an expert Python programmer. Solve the following coding problem efficiently and
clearly.

Planner System Prompt

Goal Generation: You are an expert Python programmer. State the goal of the following
coding problem in one sentence.

Plan Generation: You are an expert Python programmer. Explain how to solve the following
coding problem. Focus on strategy and key ideas. Respond in just one or two sentences.
Return only the guidelines as plain text.
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