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Abstract
We introduce the Sparse pretrained Radio
Transformer (SpaRTran), an unsupervised rep-
resentation learning approach based on the con-
cept of compressed sensing for radio channels.
Our approach learns embeddings that focus on
the physical properties of radio propagation, to
create the optimal basis for fine-tuning on radio-
based downstream tasks. SpaRTran uses a sparse
gated autoencoder that induces a simplicity bias to
the learned representations, resembling the sparse
nature of radio propagation. For signal recon-
struction, it learns a dictionary that holds atomic
features, which increases flexibility across signal
waveforms and spatiotemporal signal patterns.

Our experiments show that SpaRTran reduces er-
rors by up to 85% compared to state-of-the-art
methods when fine-tuned on radio fingerprinting,
a challenging downstream task. In addition, our
method requires less pretraining effort and of-
fers greater flexibility, as we train it solely on
individual radio signals. SpaRTran serves as an
excellent base model that can be fine-tuned for
various radio-based downstream tasks, effectively
reducing the cost for labeling. In addition, it is
significantly more versatile than existing methods
and demonstrates superior generalization.

1. Introduction
Wireless indoor localization is considered one of the most
promising concepts for future position-aware applications.
The key advantages include low deployment costs, the
ability to cover large and complex areas with minimal in-
frastructure, and the simultaneous use of the system for
communication purposes. Areas of application include
health-care, industry, and emergency services (Laoudias
et al., 2018). Conventional wireless localization methods,
achieve centimeter-level accuracies utilizing signal prop-
erties such as the time-of-arrival (Gifford et al., 2022) or
the direction-of-arrival (DOA) (Pang et al., 2020; Yen et al.,
2022). These approaches operate under the assumption of

line-of-sight (LoS) conditions, wherein the majority of the
base-stations maintain direct links to the target. However,
typical indoor deployments are characterized by significant
signal blockage, non-line-of-sight (nLoS), due to objects
and walls (O’Lone et al., 2022). Deep learning-based Finger-
printing (FP) approaches perform well in nLoS-dominated
areas as they map channel state information (CSI) measure-
ments to prerecorded position labels. CSI provides rich spa-
tial information as it captures the reflection, scattering, and
absorption of the signal, i.e., multipath components (MPCs),
that are characterized by the environment (Niitsoo et al.,
2019; Stahlke et al., 2022). While FP leverages the full
potential of wireless localization, it incurs increased costs
due to the complex and labor-intensive process of collecting
position labels. Moreover, FP assumes that the environment
is wide-sense static, i.e., the radio environment does not
change considerably between training and inference phase.
Hence, with every significant change in the environment up-
dating the method is unavoidable involving the acquisition
of labeled data (Stahlke et al., 2022; Widmaier et al., 2019).

Unsupervised learning has demonstrated significant im-
provements in domains such as natural-language process-
ing (Devlin et al., 2019; Radford et al., 2018) and computer-
vision (Grill et al., 2020; Caron et al., 2021; He et al., 2020;
Chen et al., 2020), often requiring fewer labeled samples
for fine-tuning. Existing methods are predominantly cate-
gorized as self-supervised learning (SSL). They generate
supervisory signals directly from the input data, enabling
models to learn meaningful representations without rely-
ing on labeled data. Self-supervision has also been applied
to wireless positioning, achieving state-of-the-art accuracy
with significantly less labeled data. Here, contrastive meth-
ods (Salihu et al., 2024; 2020) as well as generative meth-
ods (Ott et al., 2024) have been adapted to the radio do-
main. However, existing approaches still face three key
challenges: First, it is essential for radio foundation mod-
els to be pretrained on single-channel measurements rather
than full CSI data to ensure generalization across different
system setups and environments. Second, the assumptions
of prominent SSL methods may not align well with the char-
acteristics of CSI. For instance, while it is reasonable in
vision tasks to separate representations of different classes,
the relationships between CSI measurements are more nu-
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anced, as they vary gradually across space (Studer et al.,
2018). Third, most methods operate in large, unconstrained
solution spaces. In contrast, SpaRTran introduces induc-
tive biases by embedding physical knowledge into both the
model architecture and the training process, thereby im-
proving training efficiency and the quality of the learned
representations.

Rather than adapting existing SSL methods, we propose
a novel, purely unsupervised method specifically tailored
for CSI. Our method draws inspiration from the concept
of sparse autoencoders (Lee et al., 2007) and compressive
sensing (CS) (Donoho & Huo, 2001; Candes et al., 2006).
The central premise of CS is that sufficiently sparse repre-
sentations reduce ambiguity; in contrast, non-sparse repre-
sentations typically contain numerous insignificant compo-
nents, complicating both analysis and the signal recovery
process (Donoho & Huo, 2001). We propose three con-
tributions: First, we design a pretext task encouraging the
model to represent signals using as few signal components
as possible, corresponding to interactions with the radio
environment. We hypothesize that this increases robustness
against non-deterministic MPCs caused by diffuse signal
scattering. Second, we propose a pretraining framework
based on a transformer encoder, that maps the input signals
into high-dimensional sparse vectors and that subsequently
reconstructs the original signals using a learned dictionary.
This implements the CS framework, effectively learning
sparse signal representations while maintaining flexibility
of the employed signal waveforms. Third, we employ a
Gated Sparse Autoencoder (Rajamanoharan et al., 2024)
to achieve highly sparse representations while preserving
superior reconstruction fidelity. As the original Gated Au-
toencoder only supports real-valued data, we extend this
concept by introducing a phase generator network. This net-
work integrates complex phase information into the sparse
signal coefficients, thereby enabling the representation of
signal phases through complex-valued components while
maintaining sparsity via the gating mechanism.

The paper is structured as follows. Section 2 reviews re-
lated work. Section 3 describes sparse channels and their
application in FP. Section 4 details the SpaRTran process-
ing pipeline and Section 5 outlines the experimental setup.
Section 6 presents and discusses the results before Section 7
concludes.

2. Related Work
SpaRTran is an unsupervised representation learning method
that integrates techniques from CS and dictionary learning
frameworks. We will first survey current unsupervised pre-
training methods for wireless positioning, followed by an
overview of CS approaches, and conclude with a review of
dictionary learning methods.

While supervised wireless positioning has been extensively
studied (Salihu et al., 2022; Liu et al., 2022; Zhang et al.,
2023), the paradigms of unsupervised learning and SSL
have recently begun to attract attention in this context. Ex-
isting research is divided into two main directions: SSL (Sal-
ihu et al., 2024; Ott et al., 2024) and unsupervised channel
charting (CC) (Studer et al., 2018). SSL has achieved sig-
nificant success in domains such as computer vision (Grill
et al., 2020; Chen et al., 2020; He et al., 2020; Caron et al.,
2021) and natural language processing (Devlin et al., 2019;
Radford et al., 2018). The training procedure typically con-
sists of two stages: first, a pretraining step aims to learn
general, reusable representations directly from unlabeled
data; second, during fine-tuning, the model is retrained on
labeled data to address a specific downstream task. Self-
supervised wireless transformer (SWiT) (Salihu et al., 2024)
is an example of joint embedding learning (Grill et al., 2020),
employing channel augmentations to create multiple views
of the same signal, which are then encoded closely in the rep-
resentation space. This method enhances robustness against
deficiencies inherent to radio systems. Ott et al. (Ott et al.,
2024) propose a predictive pretraining method, in which
masked portions of the signal are recovered to learn spatial
correlations among signal components. CC employs dimen-
sionality reduction techniques designed to preserve the local
geometry of the radio environment (Studer et al., 2018).
Semi-supervised localization methods based on CC have
demonstrated significant potential for drastically reducing
labeling efforts (Stahlke et al., 2023).

CS assumes that data can be explained by a small number of
underlying factors. It uses a high-dimensional sparse vector
defined in an over-determined basis to represent the given
signals. CS (Donoho, 2006; Candes et al., 2006) garnered
significant attention, particularly in the context of wireless
source separation. Common applications of CS in wireless
systems include DOA estimation (Yang et al., 2018) and
channel estimation (Berger et al., 2010). Basis pursuit de-
noising (Chen et al., 2001) applies convex relaxation to
reformulate the inherently non-convex sparse optimization
problem into a convex one, enabling the use of classical con-
vex optimization techniques. This method is closely related
to the well-known least absolute shrinkage and selection
operator (LASSO) method (Tibshirani, 1996). Greedy algo-
rithms such as Orthogonal Matching Pursuit (OMP) (Tropp
& Gilbert, 2007) iteratively select active basis components,
i.e., the nonzero elements in the sparse representation. In
contrast, sparse Bayesian learning methods (Malioutov et al.,
2005; Stoica et al., 2011) impose a sparsity-inducing prior,
promoting sparse solutions through a probabilistic frame-
work. To the best of our knowledge, SpaRTran is the first to
apply the CS to the design of unsupervised pretraining.

Dictionary learning algorithms identify atomic features that
sparsely represent underlying data. This means, the dic-
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tionary is learned empirically from the signals themselves.
This enables generalization across signal types and often
leads to increased sparsity (Elad, 2010). A prominent ex-
ample is the K-SVD algorithm (Aharon et al., 2006), that
iteratively updates the dictionary atoms. In recent years,
deep learning-based approaches to CS have emerged to
reduce computational complexity, improve reconstruction
fidelity, and enable inference on severely downsampled sig-
nals (Machidon & Pejović, 2023). Sparse autoencoders
(SAEs) enforce sparsity through a regularization constraint
rather than by using a bottleneck layer. In contrast to conven-
tional autoencoders, SAEs operate with high-dimensional
latent spaces, which can lead to a decomposition into more
interpretable features (Cunningham et al., 2023; Bricken
et al., 2023). Inspired by gated linear units (Dauphin et al.,
2017), Rajamanoharan et al. (Rajamanoharan et al., 2024)
address low reconstruction accuracy resulting from biases
introduced by the sparsity constraint by decoupling the se-
lection of active components from the estimation of sparse
coefficients. SparTRan learns a dictionary simultaneously to
the radio channel representations. This improves flexibility
across signal waveforms and spatiotemporal signal patterns.

3. Problem Description
This section describes the sparse channel model and the
concept of CS, and outlines the challenging FP downstream
task used to demonstrate the capabilities of the proposed
representation learning methods.

3.1. Sparse Channel Model

During a radio-signal transmission, the electromagnetic
wave interacts with the environment, i.e., the channel. This
affects the signal, resulting in multiple propagation paths
arriving at the receiver. The received signal y(t) can be
defined as

y(t) = h(t) ∗ s(t) + w(t), (1)

where s(t) is the transmitted signal, h(t) the channel and
w(t) additive white Gaussian noise and ∗ the convolution
operator. The channel impulse response (CIR) h(t) charac-
terizes the radio transmission channel and can be modeled
as

h(t) =

K−1∑
k=0

αke
−iφkδ(t− τk), (2)

where τk is the signal transmission delay, αk the magnitude
and φk the phase of the k-th propagation path of the trans-
mitted signal. δ denotes the Dirac delta function and i the
imaginary unit. Eq. 2 is the superposition of several signals,
originating from K far field sources. In practice, we assume
K to be unknown. The bandwidth-limited discrete channel

measurement is modeled as

h[m] =

K−1∑
k=0

ak sinc[m− τkW ] + wm, (3)

where W is the bandwidth of the system, ak is the complex
valued path coefficients, and m ∈ {1, · · · ,M}. From this,
we derive the sparse channel representation. Assuming a set
of L potential signals ψl ∈ RM that form a basis, of which
only K ≪ L effectively contribute to the received signal,
we can rewrite Eq. 3 as

h =

L−1∑
l=0

alψl +w, (4)

where |αl|> 0 if the l-th signal is an active signal compo-
nent, and |αl|= 0 otherwise. Note that we have replaced the
sinc-function with a more generic notation ψl. By defining
the dictionary Ψ := [ψ0, · · · ,ψL−1], (4) can be expressed
more concise in matrix notation as

h = Ψa+ w, (5)

where a = [α0, · · · , αL−1]
T is the sparse coefficient vector,

and Ψ is a M × L dictionary matrix. Eq. 5 describes an
underdetermined system of equations. As there is no unique
solution, recovering the sparse channel requires solving the
following optimization problem:

min∥a∥0, s.t. ∥Ψa− h∥2 ≤ ϵ, (6)

where ϵ denotes the allowed reconstruction error due to
noise. Eqs. (5) and (6) together describe the radio chan-
nel within the framework of compressed sensing (Donoho,
2006; Candes et al., 2006).

3.2. Radio Fingerprinting

To evaluate the capabilities of our pretrained feature ex-
tractor, SpaRTran, we choose localization via radio FP, as
FP leverages the full complexity of the CSI, making it a
particularly challenging downstream task.

We consider a setup with radio links between a single agent
to Nr receivers. This general formulation accommodates
various system configurations, including antenna arrays. To
construct a dataset for training, an agent moved through the
environment, and channel measurements are collected at
different positions p(i)ag . At each position, an instantaneous
CIR is recorded for every link. The CIRs at the i-th position

ĥ
(i)

n are aggregated in the channel stateH(i):

H(i) =
[
ĥ
(i)

1 · · · ĥ
(i)

Nr

]
. (7)

Here, we refer to the matrix H(i) as the CSI. Due to mul-
tipath propagation, the CSI is typically unique for each
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position in the environment. Assuming the environment
is wide-sense static, i.e., the radio environment does not
change significantly between training and inference phase,
it becomes feasible to train a neural network to map the
fingerprint to its corresponding position for localization (Ni-
itsoo et al., 2019; Stahlke et al., 2022).

4. Methodology
This section outlines the steps of SpaRTran’s pretraining
pipeline. First, we describe the preprocessing procedure,
followed by the representation module, including the tok-
enization of the input signal. Next, we detail the sparse
reconstruction head, which generates the sparse channel co-
efficients. Finally, we present how the learned dictionary is
used to reconstruct the signal from the sparse representation.

In general, we consider a set of unlabeled channel measure-
ments H comprising N recordings. Our objective is to learn
channel representations that encode the environmental char-
acteristics of the radio signal in a way that enables effective
use in downstream tasks such as FP. We hypothesize that
optimal representations should be as simple as possible, i.e.,
sparse - while preserving all essential information. To this
end, we introduce a strong sparsity bias into the training
process through both model architecture and loss function
design. Our approach employs an encoder that generates a
latent representation z, and a decoder that reconstructs the
input signal ĥ ∼ H based on z.

4.1. Preprocessing

We use a global standardization factor for H that scales the
values of ĥ such that the sum of the absolute magnitudes
have a standard deviation equal to 1:

h̃
(q)

=
ĥ
(q)

σ(
∑N

j=1∥ĥ
(j)

∥1)
∀ q ∈ {0, · · · , N}, (8)

where σ denotes standard deviation. This standardization
scheme offers two main advantages: First, it reduces sen-
sitivity to outliers caused by large signal peaks, which can
occur at short distances between transmitter and receiver
(as signal strength increases quadratically with decreasing
distance). Second, it preserves the relative signal strength
differences within the channel measurements, a crucial prop-
erty for the downstream task of wireless localization, which
relies on the spatial correlation of the signal.

4.2. Representation Module

A Transformer architecture (Vaswani et al., 2017) forms
the backbone of the representation module. Similar to (Sal-
ihu et al., 2024) we employ a lightweight, encoder-only
model featuring a single encoder block, with a latent dimen-

sion of Nlatent = 512. The feed-forward network within
the encoder uses a hidden size of Nhidden = 1024, and
the multi-head attention mechanism comprises 8 attention
heads.

We construct the input embedding e to the representation
module from the complex valued CIR h̃ by considering
each time step of the CIR as an input token. We represent
the complex values at the m-th timestep h̃m as a three di-
mensional vector consisting of the real and imaginary parts
and the magnitude of the complex number:

em = [Re(h̃m), Im(h̃m),Abs(h̃m)]T . (9)

To match the internal dimensionality of the Transformer
encoder, each input token is projected into the latent space
of dimension Nlatent via a learned linear transformation.
The Transformer encoder is inherently permutation equiv-
ariant (Vaswani et al., 2017) but modeling channel measure-
ments requires a notion of temporal or spatial sequence. To
address this, we apply a learned positional encoding after the
linear projection to inject order information and counteract
the permutation invariance of the Transformer block.

4.3. Sparse Reconstruction Head

The sparse reconstruction head consists of a gating mech-
anism, inspired by Rajamanoharan et al. (2024), as well
as a phase generator. Former promotes the reconstruction
to be sparse while latter converts the real numbered output
of the neural network to the complex valued coefficients â.
â represents the reconstructed signal in terms of a learned
overdetermined dictionary Ψ, see Eq. 5. Fig. 1 shows the
gating mechanism, the phase generator , and the dictionary
(yellow, green, and purple color).

We now discuss the gating mechanism in more detail. Ap-
proximating of the l0-norm with the l1-norm tends to lead
to a non-optimal reconstruction. This is due to the fact that
the sparsity penalty, i.e., the l1-norm, can be reduced at
the cost of reconstruction performance (Wright & Sharkey,
2024). Hence, our strategy for the estimation of x̂ follows
the work of Rajamanoharan et al. (2024). The idea is to
separately handle the selection of active atoms from the
dictionary (fgate) and the estimation of the coefficients mag-
nitude (f coeff). The encoder output is defined by

x̂ = f coeff(z)⊙ 1(f gate(z)︸ ︷︷ ︸
ρgate

), (10)

where 1 denotes the Heaviside step function, ⊙ the
Hadamard product and ρgate is the output of the gating stage
before the binarization step. Fig. 1 shows the gating mecha-
nism (yellow color). Due to the binarization of the gating
values, no gradient flows through this path of the network,
see grey arrows in the yellow box of Fig. 1. Thus, an auxil-
iary loss promotes the detection of active atoms in f gate. The
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Representation
Module

(Transformer Encoder)
Avg.-
pooling

Gating mechanism
Phase generator

Learned dictionary

Figure 1. Overview of our unsupervised pretraining method - SparTRan.

auxiliary loss measures reconstruction fidelity, but instead
of x̂, it uses ρgate to reconstruct the signal. The dictionary
should not be updated by the auxiliary reconstruction task.
Hence, we prohibit the flow of the gradient accordingly (see
grey dashed line in Fig. 1).

We now outline our extensions to the original method. Ra-
jamanoharan et al. (2024) restrict the encoders output x̂ to
real positive numbers. However, this assumption does not
hold in our case, as our goal is to estimate complex-valued
path coefficients â. To address this, we interpret the outputs
of f coeff and f gate as the magnitudes of the complex coef-
ficients. This formulation allows us to suppress negative
values via the gating mechanism without violating the un-
derlying physical channel model. In addition, we introduce
a third function f phase, that generates the phases of the path
coefficients. The final coefficients are then constructed as:

â = x̂e−if phase(z), and (11)

ρ′gate = ρgatee
−if phase(z), (12)

where i denotes the imaginary unit. The output of f phase is
constrained to the interval ±π using a scaled tanh activation
function. This leads to the following loss function:

L := ∥h̃− f dec(â, Ψ̂)∥22︸ ︷︷ ︸
reconstruction loss

+λ∥1(ρgate)∥1︸ ︷︷ ︸
sparsity penalty

+ ∥h̃− f dec(ρ
′
gate, Ψ̂frozen)∥22︸ ︷︷ ︸

auxiliary loss

.
(13)

To enforce non-negativity, Rajamanoharan et al. (2024) em-
ploy ReLU activations for f gate and f coeff. We observed that
this can lead to a situation where certain dictionary atoms
are never activated, i.e., their associated coefficients remain
zero, resulting in no gradient updates, a phenomenon akin
to the dying ReLU problem. To mitigate this, we replace
ReLU with leaky ReLU activations (slope 0.01), ensuring
that gradients can still propagate even for inactive units.

4.4. Dictionary Learning

Instead of using a fixed dictionary that conforms to the
theoretical channel model (see Section 3.1), we treat the
dictionary as a learnable parameter Ψ̂, see. Fig. 1, purple
box. This approach provides two key advantages. First, the
model can learn more expressive atoms that capture com-
plex interactions, such as clusters of MPCs, and can adapt
to the diverse pulse shapes used in radio localization. Sec-
ond, it increases the incoherence of the dictionary, thereby
improving the ability to distinguish which atoms contribute
to the current signal (Donoho & Huo, 2001). Each atom
in the dictionary is normalized to unit norm, meaning it
only determines the direction of the contribution, while â
provides the amplitude and phase of the complex-valued
signal component. Accordingly, the decoder function used
to reconstruct the signal (also used in the auxillary pathway
see. Eq. 13) is defined as:

fdec(â, Ψ̂) = Ψ̂â. (14)

5. Experimental Setup
This section first describes the datasets used for evaluation.
It then introduces the baseline methods used for comparison,
and a detailed description of the training setup. Next, it
presents the downstream task of radio FP that we use to
evaluate the performance of the pretrained methods.

5.1. Datasets

We use two publicly available datasets that differ in terms
of propagation environments and system characteristics. Ta-
ble 1a provides an overview of the key differences. Both
datasets include millimeter-accurate position labels. The
dataset from Bast et al. (2020) was collected in a small,
controlled environment, and the dataset from Stahlke et al.
(2023) was recorded in a larger, more complex and less
predictable setting.

1) KUL Dataset (Bast et al., 2020): The dataset comprises
four antenna configurations: distributed antennas (DIS-
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Table 1. Experimental setup overview.

(a) Dataset parameter

Dataset fc [GHz] W [MHz] Nr Area [m]

KUL 2.61 20 64 3× 3
FH-IIS 3.7 100 6 40× 30

(b) Comparison of transformer hyperparameter.

Method Nlatent Nhidden Nheads Nblocks #param

SwiT 384 384 1 1 4.0 M
Masking 512 1024 8 3 8.7 M

SpaRTran (ours) 512 1024 8 1 4.9 M

LoS), a uniform linear array (ULA-LoS), and a uniform
rectangular array under both LoS (URA-LoS) and nLoS con-
ditions (URA-nLoS). Each configuration contains 252,004
CSI samples with recording positions arranged in a grid-
pattern with 5 mm distance. The relatively low bandwidth
of 20 MHz results in substantial overlap of MPCs in the
time-domain. Nevertheless, the use of phased arrays pre-
serves spatial information in the phase of the CSI signals.
We split the dataset randomly into 70 % for training, 10 %
for validation, and 20 % for testing.

2) FH-IIS Dataset (Stahlke et al., 2023): This dataset con-
tains CIR fingerprints collected using a 5G-FR1-compatible
software-defined radio system (DL-PRS reference signal).
We evaluated two scenarios: an industrial environment fea-
turing tall metal shelves, and a narrow corridor with large
walls that introduce signal blockages and complex multipath
propagation. The CSI is captured along a random walking
trajectory of a person at a sampling rate of 6.6 Hz. We con-
sider two different system topologies, each comprising three
base-stations distributed along the perimeter of the localiza-
tion area. This results in four subsets: two for the industrial
scenario (IND-1, IND-2), and two for the corridor scenario
(COR-1, COR-2). To ensure generalization, the training,
validation, and test splits are recorded along different trajec-
tories within the same environment. The split sizes are as
follows: Industrial scenario: training - 566,589; validation -
141,639; test - 593,022 samples. Corridor scenario: training
- 553,750; validation - 138,437; test - 463,280 samples.

5.2. Baselines

We identified two SSL methods and one purely supervised
method as relevant baselines for the downstream task of
FP. All compared approaches use a Transformer neural
network as their backbone. Table 1b summarizes the hyper-
parameters used by each method and compares them to our
approach. We also report the total number of trainable pa-
rameters (#param) per method, that includes not only Trans-
former parameters but also additional components such as
projection layers.

Salihu et al. (2024) propose a joint embedding-based ap-
proach (Grill et al., 2020) called self-supervised wireless
transformer (SWiT), that learns representations by predict-

ing the output of a target network using an online network,
given two different augmented views of the same input sig-
nal. The target network parameters are updated using an
exponential moving average of the online network’s param-
eters. The views are generated using domain-specific data
augmentations, designed to make the learned representa-
tions invariant to the applied perturbations. In total, Salihu
et al. (Salihu et al., 2024) propose six augmentation strate-
gies, which are stochastically sampled during training to
diversify the views. The method operates on the frequency-
domain representation of the channel measurements and
employs a lightweight Transformer architecture with a sin-
gle encoder layer. We refer to this method as “SWiT”.

Ott et al. (2024) introduce a predictive pretext task for learn-
ing FP representations, in which masked portions of the
input signal are reconstructed. During training, up to 50%
of the input fingerprint is removed, forcing the model to
learn spatiotemporal correlations between the MPCs. This
method assumes a frequency-selective channel, i.e., a chan-
nel in which the coherence bandwidth is small compared to
the signal bandwidth. We refer to this method as “Masking”.

To assess the benefits of pretraining compared to supervised
approaches, we also include a baseline method that is trained
end-to-end in a supervised manner. wireless transformer
(WiT) (Salihu et al., 2022) employs a compact Transformer
model consisting of a single encoder block with single-head
attention for FP. As SWiT, WiT employs the frequency-
domain representation of the radio channel. In the following,
we refer to this method as “WiT (Supervised)”.

5.3. Training setup

For a fair comparison we train all methods for 500 epochs
during the un-/self-supervised pretraining phase, using
a batch size of 512. To optimize SpaRTran, we use
AdamW (Loshchilov & Hutter, 2019) with a learning rate
of 0.0001, that warms up linearly over 50 epochs. We apply
a weight decay of 0.01 to prevent overfitting. The number
of learnable atoms in the dictionary is set to L = 512.

5.4. Radio Fingerprinting Finetuning

To evaluate radio FP performance, we train an FP head that
utilizes the representations produced by the Transformer
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backbone to perform positioning. The FP head consists
of four fully connected layers with 1024, 1024, 256 and
1024 neurons, followed by a projection layer that outputs
a 2D position estimate. SpaRTran learns representations
for individual links between a transmitter and a receiver.
To align this with the task of FP, we compute a representa-
tion for each available link and concatenate them to form a
complete representation of the CSI, see Eq. 7. We evaluate
the model’s generalization capabilities across different en-
vironments and system configurations by fine-tuning it on
different test setups, using 5 000 labeled samples. To assess
the performance of the fine-tuned models, we compute the
positioning error as the absolute distance between the pre-
dicted and ground truth positions. From these values, we
derive two standard metrics: the mean absolute error (MAE)
and the 90th percentile of the cumulative error (CE90).

6. Evaluation
This section compares SpaRTran against all baseline meth-
ods w.r.t. the FP accuracy. It first presents the results for
the FH-IIS dataset, followed by those for the KUL dataset.
Finally we evaluate the impact of varying sparsity.

6.1. FH-IIS dataset

Table 2 presents the MAE and CE90 for the FH-IIS dataset.
Overall, SpaRTran achieves the highest positioning accu-
racy, with MAE ≤ 0.718m and CE90 ≤ 1.299m across all
evaluated benchmarks. Compared to the method of Ott et al.
(2024), SpaRTran achieves an average error reduction of
approximately 20%. It also significantly outperforms the
purely supervised WiT baseline, reducing MAE by up to
1.861m and CE90 by up to 4m. SpaRTran consistently
generalizes well across all tested system setups and environ-
ments, exhibiting only minor performance variations, typi-
cally within a few centimeters. Notably, SpaRTran achieves
the best performance when pretraining is performed on the
IN-1 scenario, that was recorded in a real-world industrial
setting. We hypothesize that this is due to the greater diver-
sity of signal components encountered during pretraining,
as the industrial environment exhibits the highest variability
in multipath characteristics. In contrast, the method pro-
posed by Salihu et al. (2024) yields the lowest accuracy on
this dataset, with MAE ≤ 2.5m, CE90 ≤ 5.215m, consis-
tently outperformed by the purely supervised baseline. We
attribute this discrepancy to the fact that the data augmen-
tation strategies used in SWiT were originally developed
for lower-bandwidth systems and configurations with large
antenna arrays capable of resolving signal directionality,
which are not present in this dataset.

6.2. KUL dataset

Table 3 presents the results of the fine-tuned FP models
on the KUL dataset. SpaRTran consistently outperforms
all baseline methods across all system setups, achieving
MAE ≤ 0.680m and CE90 ≤ 1.243m. While all baseline
methods exhibit a marked decline in performance under
challenging nLoS conditions compared to LoS scenarios,
SpaRTran achieves the lowest error in nLoS environments
across all evaluated setups. This highlights SpaRTran’s supe-
rior ability to extract meaningful signal features beyond the
dominant LoS path. Contrary to its performance on the FH-
IIS dataset, the approach by Ott et al. (2024) performs worst
on the KUL dataset (MAE ≤ 1.176m, CE90 ≤ 1.671m).
We attribute this to the relatively narrow bandwidth in the
KUL dataset, that reduces the distinctness of multipath com-
ponents and thereby limits the effectiveness of the masking
strategy used in their method.

In the nLoS case (URA-nLoS), both SWiT and SpaRtran
outperform the supervised baseline. Notably, SpaRTran
surpasses SWiT by an average of 82% in MAE and 85%
in CE90 (MAE ≤ 0.027m, CE90 ≤ 0.051m), highlighting
its generalization and robustness in complex environments.

In the LoS scenarios (DIS-LoS, ULA-LoS, URA-LoS), the
performance gap between SpaRTran and the supervised
approach is smaller. Still, SpaRTran achieves an average
improvement of 36% in MAE and 35% in CE90 reaching
MAE ≤ 0.077m and CE90 ≤ 0.095m. The SSL method
by (Salihu et al., 2024) is consistently outperformed by the
supervised baseline in these simpler LoS settings, likely due
to the reduced complexity of the task under such conditions.

6.3. Sparsity Penalty

SpaRTran employs a sparsity penalty in its loss function
(see Eq. 13) to enforce sparse coefficient vectors. This
penalty is controlled by the hyperparameter λ: a higher
value of λ lead to fewer dictionary atoms being used for
signal reconstruction, while λ = 0 disables the sparsity
penalty entirely. A trade-off must be balanced between
increased ambiguity in the signal representation at low λ
values and reduced reconstruction fidelity at high λ. Table 4
presents the effect of varying λ on both the sparsity (mea-
sured as the average number of nonzero entries in x̂) and
the FP accuracy, evaluated on the IN-1 subset of the FH-IIS
dataset. It is noticeable that increased sparsity generally im-
proves localization accuracy until it becomes too dominant,
suppressing subtle signal components. The best position-
ing performance MAE= 0.648 and CE90 = 1.185m is
achieved with λ = 0.1, corresponding to an average of
26.7 active atoms. Interestingly, the case λ = 0 shows
an anomaly: even without any sparsity penalty, the coeffi-
cient vector remains relatively sparse. On average, fewer
than half of the available dictionary atoms are activated
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Table 2. FP performance across different system setups finetuned on 5 000 samples of the FH-IIS dataset (MAE and CE90 in meter).

Method Pretrain-Set COR-1 COR-2 IN-1 IN-2
MAE CE90 MAE CE90 MAE CE90 MAE CE90

Masking:
COR-1 0.834 1.518 0.892 1.614 0.842 1.532 0.888 1.572
COR-2 0.833 1.513 0.794 1.431 0.989 1.621 0.764 1.380

IN-1 0.905 1.621 0.889 1.617 0.895 1.633 0.874 1.562
IN-2 0.888 1.611 0.858 1.544 0.872 1.583 0.810 1.449

SWiT:
COR-1 2.298 6.122 2.895 5.355 3.834 6.816 3.546 6.706
COR-2 3.310 6.182 3.065 5.640 4.800 8.924 3.586 6.722

IN-1 3.346 6.262 2.851 5.275 3.877 6.866 3.555 6.620
IN-2 3.360 6.239 2.912 5.359 3.996 7.118 3.550 6.605

SpaRTran (Ours):
COR-1 0.687 1.247 0.715 1.297 0.698 1.271 0.670 1.231
COR-2 0.718 1.296 0.714 1.299 0.693 1.253 0.674 1.239

IN-1 0.680 1.243 0.667 1.209 0.648 1.185 0.639 1.160
IN-2 0.699 1.256 0.697 1.285 0.699 1.272 0.683 1.250

WiT (Supervised): 2.063 4.094 1.934 3.840 2.167 4.540 2.500 5.215

Table 3. FP performance across different system setups finetuned on 5 000 samples of the KUL dataset (MAE and CE90 in meter).

Method Pretrain-Set DIS-LoS ULA-LoS URA-LoS URA-nLoS
MAE CE90 MAE CE90 MAE CE90 MAE CE90

Masking:
DIS-LoS 0.093 0.158 0.065 0.118 0.071 0.129 1.176 1.626

ULA-LoS 0.081 0.139 0.067 0.116 0.071 0.127 1.094 1.615
URA-LoS 0.087 0.156 0.068 0.118 0.073 0.131 1.176 1.671

URA-nLoS 0.072 0.128 0.067 0.120 0.073 0.139 1.153 1.627

SWiT:
DIS-LoS 0.071 0.139 0.069 0.138 0.057 0.119 0.154 0.324

ULA-LoS 0.076 0.146 0.068 0.136 0.058 0.119 0.140 0.303
URA-LoS 0.070 0.138 0.068 0.136 0.057 0.119 0.156 0.327

URA-nLoS 0.077 0.148 0.068 0.137 0.059 0.119 0.152 0.326

SpaRTran (Ours):
DIS-LoS 0.039 0.075 0.045 0.092 0.043 0.087 0.027 0.051

ULA-LoS 0.038 0.074 0.042 0.086 0.043 0.088 0.025 0.046
URA-LoS 0.037 0.073 0.045 0.095 0.041 0.085 0.026 0.047

URA-nLoS 0.040 0.077 0.045 0.093 0.044 0.090 0.026 0.046
WiT (Supervised): 0.044 0.085 0.043 0.085 0.044 0.088 0.213 0.426

Table 4. Effect of sparsity penalties on the number of nonzero
entries in the coefficient vector x̂ and FP accuracy (IN-1 dataset).

λ Avg. ∥x̂∥0 MAE [m] CE90 [m]

1.0 11.5 0.827 1.519
0.1 26.7 0.648 1.185

0.01 122.8 0.712 1.330
0.001 205.8 0.721 1.334

0.0 174.6 0.679 1.252

(Avg. ∥x̂∥0 = 174.6), which is sparser than the solution
for λ = 0.001. This setting yields the second-best accuracy
(MAE = 0.679m, CE90 = 1.252m). A possible explana-
tion for this behavior lies in the inductive biases of the model
architecture. In particular, the Transformer backbone may
inherently favor simpler—and therefore sparser—solutions,
as also observed by Bhattamishra et al. (2023).

7. Conclusion
We presented SpaRTran, an unsupervised method for learn-
ing radio channel representations based on a sparse gated au-
toencoder that integrates a channel model inspired by com-
pressed sensing. This design reflects the inherent sparsity of
physical radio channels, resulting in more meaningful and
efficient representations. Unlike existing methods, SpaR-
Tran operates on individual radio links rather than full CSI
matrices, significantly reducing data acquisition effort and
decoupling the model from specific system configurations,
making it well-suited for training large, generic foundation
models. We conducted a comprehensive evaluation on the
challenging downstream task of FP in a low-data regime
(5 000 labeled samples). SpaRTran outperforms state-of-the-
art methods, achieving up to 85% reduction in positioning
error. SpaRTran demonstrates strong generalization to pre-
viously unseen system topologies and input domain shifts,
e.g., from LoS to nLoS conditions, highlighting its potential
to extract rich, reusable features from radio channels.
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Machidon, A. L. and Pejović, V. Deep learning for compres-
sive sensing: A ubiquitous systems perspective. Artificial
Intelligence Review, 56(4):3619–3658, April 2023. ISSN
1573-7462. doi: 10.1007/s10462-022-10259-5.

Malioutov, D., Cetin, M., and Willsky, A. A sparse signal
reconstruction perspective for source localization with
sensor arrays. IEEE Transactions on Signal Processing,
53(8):3010–3022, August 2005. ISSN 1941-0476. doi:
10.1109/TSP.2005.850882.
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