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Abstract

Deep learning has revolutionized the transfer of knowledge between similar tasks
in data modalities such as images, text, and graphs. However, the same level of
success has not been attained in for tabular data. This disparity can be attributed
to the inherent absence of structural characteristics, such as spatial and temporal
correlations, within common tabular datasets. Moreover, classic methods such as
logistic regression and decision trees have been shown to perform competitively
with deep learning methods. In this work, we benchmark the classic and deep
learning methods specifically within the setting of transfer learning. We offer new
benchmarking results for the EHR phenotyping task in the MetaMIMIC dataset
and propose a new transfer learning setting of transferring mortality prediction
from common to rare cancers with The Cancer Genome Atlas (TCGA).

1 Introduction

In the last decade, deep neural networks have emerged as a powerful tool for learning representations
from high-dimensional data. In contrast to classic machine learning methods, neural networks are
capable of learning representations from different data sources for a specific task and utilizing that
knowledge under new tasks. This has led to significant advancements in the areas of computer
vision [1-3] and natural language processing [4, 5], where pretraining and transfer learning have
been instrumental in achieving state-of-the-art results [6]. However, the success of these methods
has not yet been replicated for tabular data [7, 8], a commonly used data modality in many fields
such as healthcare, advertisement, finance, and law. One of the main challenges in applying deep
learning to tabular data is the lack of spatial, semantic, or temporal structure in the data that can be
leveraged through data augmentation, pretext task generation, and architectural choices. Furthermore,
many data augmentation methods, such as cropping, rotation, and color transformation are not
suitable for tabular settings. Despite these challenges, there has been a recent increase in interest in
developing new methods for representation learning in tabular data [9-16]. In the context of transfer
learning, there are multiple promising avenues to explore; i) Data augmentation methods to learn
representations from a subset of features [9], such that we can leverage common features across
different datasets for transfer learning, ii) Designing new architectures to exploit any inductive biases
in a particular tabular data, and iii) Framing the transfer learning setting in a way that it is amenable
to the existing methods [17]. In this work, we focus on (iii) and conduct extensive experiments to
compare the performance of a diverse set of models for a transfer learning setting defined in [17].
Furthermore, we propose a new transfer learning setting to leverage the representations learned from
common cancer types to make predictions for the rare ones in TCGA dataset.
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2 Related Works

Tabular Representation Learning Representation learning methods for tabular data can be generally
categorized into classic and deep learning baselines [18]. Despite the focus on deep learning methods
in recent years, classic machine learning methods such as logistic regression and ensemble methods
such as decision trees still perform competitively or better than deep learning models, specifically in
terms of generalization to novel datasets [19, 7, 8, 20]. Furthermore, the body of literature on deep
learning methods is extensive, encompassing a wide range of techniques, including autoencoders
[21], their probabilistic variants [22, 23], self-supervised methods [9—11, 24], the differentiable
counterparts of classic ensemble methods [11, 14], and the methods based on attention mechanisms
and transformers [4, 12, 13, 15, 16, 25-27].

Transfer Learning Transfer learning is a specific paradigm of machine learning in which the useful
patterns that a model learns in the source domain are utilized for a similar task in the target domain
[28]. Transfer learning can be further categorized by the availability of labeled data in the source
and target domains [29], alignment between the input feature spaces [18], and the type of transfer
technique [18, 6]. We can categorize some of the recent proposals for learning transferable features
for tabular data under two groups: i) Pre-training models across multiple tables with different features
[30, 31], ii) Training models on the same set of features to transfer knowledge between different tasks
[17]. In this work, we are interested in the data setting in which we have limited labeled data in the
target domain, and will employ parameter-sharing and representation-based methods to induce the
transfer. We adapt the setting in [17] to benchmark a broad range of methods while extending it to a
novel setting to transfer knowledge between common and rare cancer types.

3 Method

3.1 Classic Baselines

Following prior work, we choose to evaluate the performance of [1-logistic regression [32] and
XGBoost [33] on our benchmarks. Logistic regression is implemented with the scikit-learn library
[34], and MultiOutputClassifier is used in multilabel classification settings. Stacking is implemented
for the fine-tuned models [17]. Specifically, the outputs from the source classifiers are augmented to
the input of the finetuning model when training on the target domain dataset.

3.2 Deep Learning Baselines

For our deep learning models, we evaluate the performance of one competitive hybrid model called
Neural Oblivious Decision Ensembles (NODE) [14], as well as more recent attention-based model
architectures such as Autolnt [35], TabTransformer [12], FT Transformer [13], and TabNet [11]. All
architectures are implemented with the PyTorch Tabular library [36], and further adapted for transfer
learning. To finetune, we transfer the model weights for the backbone and embedding layer from the
source model, but reinitialize and train the prediction head.

3.3 Training

For both the source and target domains, we split the data into train-validation-test datasets (Table
1). The source models are all trained on the source train dataset and hyperparameter-tuned on the
source validation dataset. The source models are evaluated on the source test split. The “target
models” are trained and tuned from scratch on the target train and validation datasets. The “finetune
models” inherit the frozen encoder from the source models, and are further tuned on the target train
and validation datasets. Both the finetune and target model performances are evaluated on the target
test dataset. Hyperparameter tuning was performed with Optuna [37] over 30 trials. We optimized
for validation F1 score on the MetaMIMIC dataset and for validation AUC on the TCGA dataset. We
set the hyperparameter configurations such that the minimum and maximum number of trainable
parameters across all deep models ranges between leb and 1e7 parameters.



metaMIMIC TCGA
train val test train  val test

source 22,7701 5,239 6,985 4,007 567 1,151
target 200 200 6,985 508 72 146

Table 1: The sample sizes after the dataset split for the two transfer learning experiments.

4 Datasets

4.1 MetaMIMIC

MetaMIMIC repository [38] is built upon the MIMIC-IV clinical database [39], a compilation of
anonymized patient data originating from the Beth Israel Deaconess Medical Center ICU admissions.
We adapt the setting established in [17] and define 12 binary prediction tasks, each corresponding
to different medical diagnoses such as hypertensive diseases, ischemic heart disease, diabetes, and
alcohol dependence, among others. This dataset encompasses records from 34,925 patients and 172
distinct features. The feature set comprises a range of statistics, including the mean, maximum, and
minimum values of laboratory test results, as well as general patient attributes like height, weight,
age, and gender. Gender is treated as a categorical variable, while the remaining 171 features are
treated as continuous features. We follow the same data preprocessing as [38], for the specific limited
data transfer setting of 200 target training labels (Table 1).

4.2 The Cancer Genome Atlas (TCGA)
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Figure 1: UMAP visualization of the preprocessed mRNA Seq gene expression input, colorized by
the 32 cancer types. General groupings (C1 to C15) are labeled manually according to the spatial
organization of the manifold. The regions of rare cancer types are boxed in magenta.

The TCGA dataset [40] encompasses genomics data from more than 20,000 primary cancer samples
over 33 cancer types that have either poor prognosis or high public health impact. We define the
prediction task as a binary classification of mortality from the patients’ gene expression profiles.
Gene expression profiles are preprocessed into the form of mRNA Seq (log norm). There are 32
cancers with sufficient data for the defined mortality prediction task. The raw gene expression data is
very high dimensional. We performed feature selection with XGBoost for the mortality prediction
task and selected 2,400 relevant genes out of the available 58,581 genes. The AUC was 0.752 with
58,581 genes and 0.753 with 2,400 relevant genes, demonstrating that the selected genes are well
sufficient for the proposed task.

To define the transfer learning setting, we categorized the cancers into rare and common cancers with
the aid of Orphanet [41], a comprehensive inventory of rare diseases with their phenotypic features
and available treatment. In the “Rare” column in Figure 2, we identify the corresponding Orphanet
code for cancers that are categorized as rare by the inventory. The patient cohort is further separated
into the train, validation, and test sets with a 70-10-20 split.



ACC  Adrenocortical carcinoma Ci14 ORPHA:1501 LUAD Lung adenocarcinoma C12
BLCA Bladder urothelial carcinoma c9 LUSC  Lung squamous cell carcinoma C9, C12
BRCA Breast invasive carcinoma cs MESO  Mesothelioma c7 ORPHA:50251
Cervical squamous cell carcinoma, ov Ovarian serous cystadenocarcinoma Cc2
CESC  endocervical adenocarcinoma c9 ORPHA:213767 PAAD Pancreatic adenocarcinoma Ci4
CHOL Cholangiocarcinoma C11, C13 ORPHA:70567 PCPG Pheochromocytoma, Paraganglioma Ci4 ORPHA:573163
COAD Colon adenocarcinoma c11 PRAD Prostate adenocarcinoma GI5
Lymphoid neoplasm diffuse large READ Rectum adenocarcinoma Cc11
DLBC  B-cell ymphoma c7 ORPHA:544 SARC  Sarcoma c7 ORPHA:223727
ESCA  Esophageal carcinoma C3,C9 ORPHA:70482  SKCM Skin Cutaneous Melanoma c8
GBM  Glioblastoma multiforme Cc10 ORPHA:360 STAD  Stomach adenocarcinoma c3
HNSC  Head & Neck squamous cell carcinoma C9 TGCT  Testicular Germ Cell Tumors ca ORPHA:363504
KICH  Kidney Chromophobe Cc1 THCA  Thyroid carcinoma c6
KIRC  Kidney renal clear cell carcinoma c1 THYM Thymoma C6,C14 ORPHA:99867
KIRP  Kidney renal papillary cell carcinoma  C1 UCEC  Uterine Corpus Endometrial Carcinoma C7
LGG  Brain Lower Grade Glioma c10 UCS  Uterine Carcinosarcoma c7 ORPHA:213610
LIHC  Liver hepatocellular carcinoma C13 UVM  Uveal Melanoma c8 ORPHA:39044

Figure 2: The 32 cancers with their abbreviations, full name, grouping according to the UMAP in
Figure 1, and the Orphanet code if the cancer is rare.

5 Results

5.1 MetaMIMIC Transfer Learning Performance

AUC source finetune target diff
models mean CI mean CI mean CI

XGBoost  0.827 (0.824,0.831) 0.723 (0.709,0.738) 0.714  (0.699, 0.729) 0.009
LogReg 0.823  (0.820,0.826) 0.678 (0.664,0.693) 0.731 (0.717,0.744) -0.053
Autolnt 0.833 (0.829,0.836) 0.690 (0.673,0.705) 0.701 (0.686,0.716) -0.011
NODE 0.833 (0.830,0.837) 0.754 (0.740,0.769) 0.722  (0.707,0.736) 0.032
FTTrans 0.832 (0.829,0.836) 0.712 (0.696,0.728) 0.689 (0.673,0.705) 0.023
TabTrans 0.832 (0.829,0.835) 0.684 (0.669,0.700) 0.674 (0.658,0.689) 0.010
TabNet 0.811 (0.808,0.816) 0.549 (0.531,0.567) 0.510 (0.493,0.527) 0.039

F1 source finetune target diff
models mean CI mean CI mean CI

XGBoost  0.519 (0.512,0.528) 0.414 (0.393,0.436) 0.400 (0.378,0.423) 0.014

LogReg 0479 (0.471,0.486) 0.387 (0.366,0.409) 0.261 (0.245,0.280) 0.126

Autolnt 0.504 (0.496,0.511) 0.319 (0.299,0.338) 0.460 (0.441,0.480) -0.141
NODE 0483 (0.475,0.491) 0.476 (0.455,0.495) 0.483 (0.464,0.504) -0.007
FTTrans 0.507 (0.500, 0.515) 0.418 (0.400,0.437) 0.478 (0.460, 0.496) -0.060
TabTrans 0.500 (0.492,0.508) 0.390 (0.369,0.410) 0.434 (0.416,0.453) -0.044
TabNet 0.460 (0.452,0468) 0326 (0.311,0.342) 0.360 (0.348,0.373) -0.034

Table 2: The ROC-AUC (top) and F1 (bottom) scores of all models averaged over the 12 conditions
for the MetaMIMIC task. The diff row is the finetune subtracted by the target performance. The 95
confidence intervals (CI) are computed through bootstrapping for 100 iterations.

Based on the AUC benchmarking results (Table 2, top), we see that overall NODE is the best-
performing model. TabNet does not perform well, especially in the target domain. All deep models
except for TabNet perform better in terms of the average AUC than the classic models in the source
domain. For the target domain, the classic models perform very well. Only NODE (AUC=0.722)
performs better than the classic models (AUC=0.714 for XGBoost and AUC=0.731 for LogReg). We
hypothesize that the deep models suffer more than the classic models from the limited data regime
of 200 samples during training. We can observe the effect of transfer learning through the diff row,
which shows the difference in performance between the finetune and target models. We note that
except for logistic regression and Autolnt, all models have positive transfer. TabNet is the model with
the greatest positive transfer, but the AUC value of 0.510 is a very easy baseline to improve upon.
Besides TabNet, NODE is the model with the second most positive transfer (diff=0.032).



In terms of the F1 score (Table 2, bottom), XGBoost and NODE have relatively higher F1 scores
across source, finetune, and target models. Interestingly, the F1 scores decrease for deep models with
transfer, while F1 scores increase for classic models with transfer. Specifically, we find in our analysis
that the recall of finetune deep models is lower than target deep models. For instance, Autolnt has an
average recall of 0.316 for finetune models and an average recall of 0.598 for target models.

5.2 Analysis of Transfer across Individual MetaMIMIC Conditions
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Figure 3: The correlation versus the increase in AUC performance of the finetuned models over the
target models for the 12 conditions of MetaMIMIC, split and averaged by classic models (left) and
deep models (right).

In Figure 3, we visualize the association between the correlation of a target condition with other
source conditions and the success of the transfer. The x-axis is the average Pearson correlation of
each particular target condition with the remaining 11 conditions. The y-axis is the average AUC
performance of the finetune models subtracted by the target models. The left plot takes the AUC
average over classic models, while the right plot takes the AUC average over the deep models. If we
analyze the association in the scatterplots, we get a correlation of -0.253 for the classic models and a
correlation of 0.395 for the deep models. For deep models, we observe that target conditions such as
“Disorders of lipoid mechanism” (lipoid) and “Ischematic heart disease” (ischematic) with higher
correlation with other source conditions tend to transfer more easily, as expected. As shown in Figure
4a, lipoid has 0.36 correlation with hypertensive and 0.32 correlation with ischematic. Indeed, lipoid
has positive transfer, even for classic models. A condition that doesn’t follow this trend is “Alcohol
dependence” (alcohol). The correlation with other conditions is low, but models obtain the same or
better performance in the transfer. We hypothesize that this may be due to the task being inherently
easier to predict.

5.3 MetaMIMIC Analysis of Feature Embeddings in Deep Models

In Figure 4b, we visualize how the latent representation of a particular deep model changes across
source, finetune, and target training. We choose to analyze the NODE model, as it generally performs
well for transfer learning. We analyze the particular set of NODE models associated with the target
domain task of predicting “Disorders of lipoid metabolism™, since this condition has significant
correlations with other source conditions. We visualize the latent representation of the embedding
output of the NODE backbone, which is the last layer of the model subcomponent that is transferred
in our transfer learning setup.

We see in the top row of Figure 4b that the NODE model is able to distinguish between lipoid and
non-lipoid patients for the source, finetune, and target models. In the source model (top left figure),
the lipoid patients are concentrated in the left region and upper left region of the right region. We see
that this latent representation is morphed during the fine-tuning process (top middle figure), but the
concentrated regions of lipoid patients remain largely the same. For the model trained from scratch
on the target dataset (top right figure), the patients are instead concentrated on the “edges” of the two
stacked regions.
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On the bottom row, we see that the NODE model distinguishes between heart failure patients and
non-heart failure patients for the source and finetune models, but less so for the target model. In the
source and finetune representations, the heart failure patients are concentrated around the central
region connecting the left and right regions of the UMAP. In contrast, since the target model is not
trained to predict heart failure, there is no noticeable pattern in the learned embedding space, and
heart failure patients are dispersed throughout the manifold. From these visualizations, we conclude
that the finetune model is able to preserve learned patterns from the source model, which induces its

representation space to be more expressive than the target models trained from scratch on a single
condition.

5.4 MetaMIMIC Analysis of Important Features in Classic Models

diabetes hypertensive ischematic heart
max_Glucose Pred_lipoid Pred_lipoid avg_GCS (Eye)
avg_Glucose Pred_diabetes Pred_diabetes avg_systolic BP
avg_Creatinine Pred_heart max_Braden Activity Pred_diabetes
avg_GCS (Eye) Pred_ischematic Pred_heart avg_Braden Mobility
avg_GCS (Verbal) avg_systolic BP max_Braden Friction avg_GCS (Verbal)
overweight anemia respiratory hypotension
max_0O2 Flow avg_Hemoglobin avg_pCO2 min_systolic BP
avg_pCO2 min_Hemoglobin avg_Bicarbonate avg BUN
max_pH min_Hematocrit min_Glucose avg_Potassium
Pred_diabetes avg_Hematocrit age avg_ MCHC
first_Admission . .
Weight (Kg) avg_Base Excess avg_O2 sat min_Pain Level
lipoid atrial purpura alcohol
max_GCS (Verbal) avg_GCS (Motor) avg_Platelet Count  min_Platelet Count
max_pH avg_systolic BP min_Platelet Count min_Red Blood Cells
Pred_ischematic max_MCHC avg_Heart Rate avg_Platelet Count
max_SpO2 Desat Limit min_Calcium, Total ~min_Platelet Count max_Creatinine
min_Urea Nitrogen min_AST max_GCS (Motor) avg_Magnesium

Table 3: The top five most important features of the XGBoost model with stacking for fine-tuning.
Each condition column is the target domain to transfer to. The stacked features from the output of
the source model are bolded. Preprocessed laboratory values are prefixed with the average (avg),
minimum (min), maximum (max), or first entry (first).



From the feature importance analysis in Table 3, we note that for certain conditions, the XGBoost
models exploit the class prediction logits of the stacked source model for prediction on the target
task. “Hypertensive diseases” (hypertensive) and “ischematic heart disease” (ischematic) both heavily
utilize the source model logits for the correlated conditions of lipoid, diabetes, and heart failure as
important predictive features. Similarly, heart failure utilizes the prediction for diabetes and lipoid
utilizes the prediction for ischematic. Although diabetes is reasonably well correlated with this set
of conditions as well (Figure 4a), the model prefers to use more direct features such as glucose and
creatinine levels (reflective of kidney damage induced by diabetic complications). Thus, although the
transfer of knowledge is not as nuanced as latent patterns for the case of deep models, the classical
models can benefit from transfer in the form of stacking, especially for correlated tasks.

5.5 TCGA Transfer Learning Performance

AUC source finetune target
models mean CI mean CI mean CI diff

XGBoost 0.742 (0.713,0.774) 0.787 (0.720,0.865) 0.788 (0.722,0.864) -0.001
LogReg  0.696 (0.663,0.727) 0.756 (0.682,0.829) 0.756 (0.683,0.828) 0.000
AutoInt  0.729 (0.702,0.758) 0.785 (0.710,0.857) 0.774 (0.694,0.844) 0.011
NODE 0.736  (0.710,0.763) 0.804 (0.736,0.869) 0.772 (0.705,0.837) 0.032
FTTrans 0725 (0.696,0.752) 0.670 (0.578,0.774) 0.762 (0.689,0.826) -0.092
TabTrans 0.735 (0.702,0.766) 0.783 (0.707,0.855) 0.785 (0.716,0.860) -0.002
TabNet  0.649 (0.609,0.673) 0.636 (0.545,0.712) 0.621 (0.524,0.702) 0.015

F1 source finetune target diff
models mean CI mean CI mean CI

XGBoost  0.823 (0.799,0.847) 0.837 (0.792,0.890) 0.817 (0.763,0.871)  0.020
LogReg 0.797 (0.775,0.819) 0.797 (0.739,0.850) 0.797 (0.739,0.850)  0.000
AutolInt 0.751 (0.728,0.776) 0.792 (0.742,0.841) 0.816 (0.742,0.878) -0.024
NODE 0.753  (0.727,0.779) 0.785 (0.714,0.833) 0.775 (0.706,0.837)  0.010
FTTrans 0.782 (0.758,0.806) 0.820 (0.767,0.868) 0.731 (0.652,0.799)  0.089
TabTrans 0.767 (0.745,0.789) 0.807 (0.752,0.868) 0.824 (0.771,0.881) -0.017
TabNet 0.699 (0.674,0.726) 0.676 (0.605,0.744) 0.688 (0.607,0.764) -0.012

Table 4: The ROC-AUC (top) and F1 (bottom) scores of all models for the TCGA mortality prediction
task. The diff row is the finetune subtracted by the target performance. The 95 confidence intervals
(CI) are computed through bootstrapping for 100 iterations.

In Table 4, we observe that XGBoost, NODE, and TabTransformer all perform reasonably well for the
mortality prediction task on gene expression data from TCGA. TabNet’s overall performance on both
source and target domains is subpar, with AUCs all below 0.7. NODE has the greatest gain in AUC
performance due to transfer learning (diff=0.032). The classic models do not benefit from stacking
for transfer learning. FT-Transformer’s performance decreases significantly due to the transfer (diff=
-0.092). Interestingly, most models perform better on mortality prediction in the target domain than in
the source domain. There is a 29% mortality rate for the common cancers and a 33% mortality rate
for the rare cancers. We hypothesize that the mortality prediction may be inherently easier on the
rarer cancers, although further analysis with clinical input is needed.

5.6 TCGA Analysis of Feature Embeddings in Deep Models

We visualize the latent representations of the last transferred layer of the deep NODE model across
the source, finetune, and target settings in Figure 5. We do not observe any significant global patterns
of mortality across the clusters. Each subtype of cancer has its own subgroup of patients who died.
In general, the unseen dataset gets mapped to the same region as the dataset the model was trained
on. The NODE embeddings have less distinct clusters than the clustered TCGA gene expression
input. The finetune model embeddings look more similar to the target embeddings than the original
source embeddings, as the clustering patterns of rare cancers differ significantly from the common
cancers. Despite the lack of overarching global patterns, however, the model is able to perform very



Figure 5: UMAPs of the embedding layers of the set of NODE models for TCGA mortality prediction,
transfer from common to rare cancers.

Left: UMAP of the input TCGA gene expression data. Patients who die are in red and patients who
live are in gray.

Right: From left to right: source, finetune, target models. Top row are UMAPs of the model on the
dataset it was trained on (dead patients in red, alive in gray). Bottom row are of the same UMAPs as
the top row, but overlaid with the unseen dataset (dead in dark blue, alive in cyan).

well on the task of mortality prediction (Table 4). Perhaps the distinction is more noticeable in the
downstream prediction head, or local patterns not easily recognizable in a UMAP are responsible for
the model performance.

5.7 TCGA Analysis of Important Features in Classic Models

Source Finetune Target
SLC2A1 NASP AUNIP
INPP5J PAPSS2 EFNA3
IGF2BP3 HASI HOXAI11

RRAD RP3-42616.2 INHBA
FAM72B RP11-803D5.4 NASP

Table 5: The top five most important genes for the XGBoost model on the TCGA mortality task
prediction.

Given the mixture of cancer types within source and target domains and the nuanced relationships
between the expression of correlated genes, the top important genes for an XGBoost model may
differ significantly from run to run. In Table 5, we see that for the top five important genes, there is
only one overlap of the NASP gene, which is present in both the finetune and target models. NASP
is known in the literature to have higher expression levels for liver cancer [42] and ovarian cancer
[43]. The other top important genes also typically are expressed in higher levels in specific cancer
tissue. Lastly, we note that the finetune model does not seem to make use of the stacked mortality
predictions from the source model. The prediction logits do not appear within the top 100 important
features for multiple runs of the model.

6 Conclusion

In this paper, we have benchmarked the classic methods such as XGBoost and logistic regression and
deep learning methods such as Autolnt, NODE, FT-Transformer, TabTransformer, and TabNet for
two transfer learning datasets within the domain of tabular data. We expand upon the benchmarking
results of a previously proposed transfer setting of MetaMIMIC with new models and provide
additional detailed insights into the mechanisms of transfer learning of deep and classic models for
each disease condition. We further propose and benchmark a new transfer learning setting that utilizes
high-dimensional genetic data with the TCGA dataset.
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