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Abstract

Automated essay scoring (AES) is a useful tool001
in English as a Foreign Language (EFL) writ-002
ing education, offering real-time essay scores003
for students and instructors. However, previ-004
ous AES models were trained on essays and005
scores irrelevant to the practical scenarios of006
EFL writing education and usually provided a007
single holistic score due to the lack of appropri-008
ate datasets. In this paper, we release DREsS,009
a large-scale, standard dataset for rubric-based010
automated essay scoring with 48.9K samples011
in total. DREsS comprises three sub-datasets:012
DREsSNew, DREsSStd., and DREsSCASE. We013
collect DREsSNew, a real-classroom dataset014
with 2.3K essays authored by EFL undergrad-015
uate students and scored by English education016
experts. We also standardize existing rubric-017
based essay scoring datasets as DREsSStd.. We018
suggest CASE, a corruption-based augmenta-019
tion strategy for essays, which generates 40.1K020
synthetic samples of DREsSCASE and improves021
the baseline results by 45.44%. DREsS will022
enable further research to provide a more accu-023
rate and practical AES system for EFL writing024
education. 1025

1 Introduction026

In writing education, automated essay scoring027

(AES) can provide real-time scores of students’028

essays to both students and instructors. For many029

students who are hesitant to expose their errors to030

instructors, the immediate assessment of their es-031

says with AES can create a supportive environment032

for self-improvement in writing skills (Sun and Fan,033

2022). For instructors, AES models can ease the034

time-consuming process of evaluation and serve035

as a means to validate their assessments, ensuring036

consistency in their evaluations.037

AES systems can provide either a holistic or an038

analytic view of essays, but rubric-based, analytical039

1We will provide a non-anonymous link to the dataset in
the camera-ready version of this manuscript.

1. DREsS_New (2,279 samples)
EFL classroom data: 1) Student-written essays 
2) Rubric-based scores assessed by instructors

2. DREsS_Std. (6,515 samples)
Unified AES datasets with standardized rubrics 
under professional consultation

Corruption

3. DREsS_CASE (40,185 samples)
Synthetic essay samples generated by CASE,
our proposed augmentation strategy

Figure 1: Data construction of DREsS

scores are more preferred in the EFL writing educa- 040

tion domain (Ghalib and Al-Hattami, 2015). How- 041

ever, there is only a limited amount of rubric-based 042

datasets available for AES, and the rubrics are not 043

consistent in building generalizable AES systems. 044

Furthermore, AES datasets must be annotated by 045

writing education experts because the scoring task 046

requires pedagogical knowledge of English writ- 047

ing. To date, there is a lack of usable datasets for 048

training rubric-based AES models, as existing AES 049

datasets provide only overall scores and/or make 050

use of scores annotated by non-experts. 051

In this paper, we release DREsS (Dataset for 052

Rubric-based Essay Scoring on EFL Writing), 053

a large-scale dataset for rubric-based essay scor- 054

ing using three key rubrics: content, organiza- 055

tion, and language. DREsS consists of three 056

datasets: 1) DREsSNew with 2,279 essays from 057

English as a foreign language (EFL) learners and 058

their scores assessed by experts, 2) DREsSStd. with 059

6,515 essays and scores from existing datasets, 060

and 3) DREsSCASE with 40,185 synthetic essay 061

samples. We standardize and rescale existing 062

rubric-based datasets to align our rubrics. We 063

also suggest CASE, a corruption-based augmen- 064

tation strategy for Essays, employing three rubric- 065

specific strategies to augment the dataset with cor- 066

ruption. DREsSCASE improves the baseline result 067

by 45.44%. 068
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Content Organization Language

DREsSNew 2,279 2,279 2,279

DREsSStd.

ASAP P7 1,569 1,569 1,569
ASAP P8 723 723 723
ASAP++ P1 1,785 1,785 1,785
ASAP++ P2 1,799 1,799 1,799
ICNALE EE 639 639 639

DREsSCASE 8,307 31,086 792

Total 17,101 39,880 9,586

Table 1: Data statistics of DREsS

2 Related Work069

In this section, we describe previous studies in070

automated essay scoring (AES) in terms of the071

format of predicted scores: holistic AES (§2.1) and072

rubric-based AES (§2.2). To date, there is only a073

limited amount of publicly available AES datasets,074

and their rubrics are inconsistent. Furthermore,075

their scores are usually annotated by non-experts076

lacking pedagogical knowledge in English writing.077

Here, we introduce DREsS, a publicly available,078

large-scale, rubric-based, real-classroom dataset,079

which can be used as training data for rubric-based080

AES systems.081

2.1 Holistic AES082

ASAP Prompt 1-6 ASAP dataset 2 is widely083

used in AES tasks, involving eight different084

prompts. Six out of eight prompt sets (Prompt085

1-6) have a single overall score. This holistic086

AES includes 10K essay scoring data on source-087

dependent essay (Prompt 3-6) and argumentative088

essay (Prompt 1-2). However, these essays are089

graded by non-expert annotators, though the essays090

were written by Grade 7-10 students in the US.091

TOEFL11 TOEFL11 (Blanchard et al., 2013)092

corpus from ETS introduced 12K TOEFL iBT093

essays, which are not publicly accessible now.094

TOEFL11 only provides a general score for essays095

in 3 levels (low/mid/high), which is insufficient for096

building a well-performing AES system.097

Models The majority of the previous studies098

used the ASAP dataset for training and evaluation,099

aiming to predict the overall score of the essay100

only (Tay et al., 2018; Cozma et al., 2018; Wang101

2https://www.kaggle.com/c/asap-aes

et al., 2018; Yang et al., 2020, inter alia). Enhanced 102

AI Scoring Engine (EASE) 3 is a commonly used, 103

open-sourced AES system based on feature extrac- 104

tion and statistical methods. In addition, Taghipour 105

and Ng (2016) and Xie et al. (2022) released mod- 106

els based on recurrent neural networks and neural 107

pairwise contrastive regression (NPCR) model, re- 108

spectively. Still, only a limited number of studies 109

publicly opened their models and codes, highlight- 110

ing the need for additional publicly available data 111

and further validation of existing models. 112

2.2 Rubric-based AES 113

ASAP Prompt 7-8 ASAP includes only two 114

prompts (Prompt 7-8) that are rubric-based. These 115

two rubric-based prompts consist of 1,569 and 723 116

essays for each respective prompt. The two prompt 117

sets even have distinct rubrics and score ranges, 118

which poses a challenge in leveraging both datasets 119

for training rubric-based models. These essays 120

(Prompt 7-8) are also evaluated by non-expert an- 121

notators, similar to ASAP Prompt 1-6. 122

ASAP++ To overcome the holistic scoring of 123

ASAP Prompt 1-6, Mathias and Bhattacharyya 124

(2018) manually annotated rubric-based scores on 125

those essays. However, most samples in ASAP++ 126

were annotated by a single annotator, who is a non- 127

expert, including non-native speakers of English. 128

Moreover, each prompt set of ASAP++ has differ- 129

ent attributes or rubrics to each other, which need to 130

be more generalizable to fully leverage such dataset 131

for AES model. 132

ICNALE Edited Essays ICNALE Edited Essays 133

(EE) v3.0 (Ishikawa, 2018) presents rubric-based 134

essay evaluation scores and fully edited versions of 135

3https://github.com/edx/ease
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essays written by EFL learners from 10 countries136

in Asia. Even though the essays are written by137

EFL learners, the essay is rated and edited only138

by single annotator per sample. They have five139

native English speakers, non-experts in the domain140

of English writing education in total. In addition,141

it is not openly accessible and only consists of 639142

samples.143

Models The scarcity of publicly available rubric-144

based AES datasets poses significant obstacles145

to the advancement of AES research. There146

are industry-driven services such as IntelliMet-147

ric® (Rudner et al., 2006) and E-rater® (Blanchard148

et al., 2013; Attali and Burstein, 2006), but none149

of them are accessible to the public. Kumar et al.150

(2022) proposed applying a multi-task learning ap-151

proach in holistic AES with ASAP and ASAP++,152

using traits as auxiliary tasks. Recent studies have153

followed up their method, introducing multi-traits154

AES approaches (Chen and Li, 2023; Do et al.,155

2023, 2024; Lee et al., 2024, inter alia). Still, they156

shed light on predicting a holistic score only due157

to limited data and built eight different fine-tuned158

models due to unconsolidated rubrics by each es-159

say prompt. In order to facilitate AES research in160

the academic community, it is crucial to release a161

publicly available rubric-based AES dataset and162

baseline model.163

3 DREsS Dataset164

We construct DREsS with 2.3K samples of our165

newly collected dataset (§3.1), 6.5K standardized166

samples of existing datasets (§3.2), and 40.1K syn-167

thetic samples augmented using CASE (§3.3). The168

detailed number of samples per rubric is stated in169

Table 1.170

3.1 Dataset Collection171

Dataset Details DREsSNew includes 2,279 argu-172

mentative essays on 22 prompts, having 313.36173

words and 21.19 sentences on average. Each sam-174

ple in DREsS includes students’ written essay, es-175

say prompt, rubric-based scores, total score (the176

sum of three rubric-based scores), and a test type177

(pre-test, post-test). The essays are scored on a178

range of 1 to 5, with increments of 0.5, based on179

the three rubrics: content, organization, and lan-180

guage. We chose such three conventional rubrics181

as standard criteria for scoring EFL essays, accord-182

ing to previous studies from the language educa-183

tion (Cumming, 1990; Ozfidan and Mitchell, 2022).184

Rubric Description

Content Paragraph is well-developed and
relevant to the argument, sup-
ported with strong reasons and ex-
amples.

Organization The argument is very effectively
structured and developed, making
it easy for the reader to follow
the ideas and understand how the
writer is building the argument.
Paragraphs use coherence devices
effectively while focusing on a sin-
gle main idea.

Language The writing displays sophisticated
control of a wide range of vocab-
ulary and collocations. The essay
follows grammar and usage rules
throughout the paper. Spelling and
punctuation are correct throughout
the paper.

Table 2: Rubric explanations

Brief explanations of the rubrics are shown in Ta- 185

ble 2. The essays are written by undergraduate 186

students whose TOEFL writing score spans from 187

15 to 21 and enrolled in EFL writing courses at a 188

college in South Korea from 2020 to 2023. Most 189

students are Korean and their ages span from 18 190

to 22, with an average of 19.7. During the course, 191

students are asked to write an in-class timed es- 192

say for 40 minutes both at the start (pre-test) and 193

the end of the semester (post-test) to measure their 194

improvements. 195

Annotator Details We collect scoring data from 196

11 instructors, who serve as the teachers of the 197

students who wrote the essays. Six of them are 198

non-native speakers, and five of them are native 199

speakers. All annotators are experts in English ed- 200

ucation or Linguistics and are qualified to teach 201

EFL writing courses at a college in South Korea. 202

One instructor was allocated per essay, so the inter- 203

annotator agreement cannot be measured. It fol- 204

lows that an EFL course is usually led by a single 205

instructor, and the essays from the course are as- 206

sessed by the instructor in a real-classroom setting. 207

To ensure consistent and reliable scoring across all 208

instructors, they all participate in training sessions 209

with a scoring guide and norming sessions where 210
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Content Organization Language
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Figure 2: Score distribution of DREsS

they develop a consensus on scores using two sam-211

ple essays. Additionally, there was no significant212

difference among the score distribution of all in-213

structors tested by one-way ANOVA and Tukey214

HSD at a p-value of 0.05.215

3.2 Standardizing the Existing Data216

We standardize and unify three existing rubric-217

based datasets (ASAP Prompt 7-8, ASAP++218

Prompt 1-2, and ICNALE EE) to align with the219

three rubrics in DREsS: content, organization, and220

language. We exclude ASAP++ Prompt 3-6, whose221

essay type, source-dependent essays, is clearly dif-222

ferent from argumentative essays. We create syn-223

thetic label based on a weighted average and then224

rescale the score of all rubrics into a range of 1 to 5.225

Detailed explanations and rationales behind stan-226

dardizing weights are described in Appendix C. In227

the process of consolidating the writing assessment228

criteria, we sought professional consultation from229

EFL education experts and strategically grouped230

together those components that evaluate similar231

aspects under theoretical considerations.232

3.3 Synthetic Data Construction233

We construct synthetic data for rubric-based AES to234

overcome the scarcity of data and provide accurate235

scores for students and instructors. We introduce a236

corruption-based augmentation strategy for essays237

(CASE), which starts with a well-written essay and238

incorporates a certain portion of sentence-level er-239

rors into the synthetic essay. In subsequent exper-240

iments, we define well-written essays as an essay241

that scored 4.5 or 5.0 out of 5.0 on each criterion.242

n(Sc) = ⌊n(SE) ∗ (5.0− xi)/5.0⌉ (1)243

n(Sc) is the number of corrupted sentences in244

the synthetic essay, and n(SE) is the number of245

sentences in the well-written essay, which serves246

as the basis for the synthetic essay. xi denotes247

the score of the synthetic essay. In this paper, we248

generate synthetic data with CASE under ablation 249

study for exploring the optimal number of samples. 250

Content We substitute randomly-sampled sen- 251

tences from well-written essays with out-of-domain 252

sentences from different prompts. This is based on 253

an assumption that sentences in well-written essays 254

support the given prompt’s content, meaning that 255

sentences from the essays on different prompts con- 256

vey different contents. Therefore, more number of 257

substitutions imply higher levels of corruption in 258

the content of the essay. 259

Organization We swap two randomly-sampled 260

sentences in well-written essays and repeat this pro- 261

cess based on the synthetic score, supposing that 262

sentences in well-written essays are systematically 263

structured in order. The higher number of swaps 264

implies higher levels of corruption in the organiza- 265

tion of the essay. 266

Language We substitute randomly-sampled sen- 267

tences into ungrammatical sentences and repeat this 268

process based on the synthetic score. We extract 269

605 ungrammatical sentences from BEA-2019 data 270

for the shared task of grammatical error correction 271

(GEC) (Bryant et al., 2019). We define ungram- 272

matical sentences with the number of edits of the 273

sentence over 10, which is the 98th percentile. The 274

more substitutions, the more corruption is intro- 275

duced in the grammar of the essay. We set such 276

a high threshold for ungrammatical sentences be- 277

cause of the limitation of the current GEC dataset 278

that inherent noise may be included, such as erro- 279

neous or incomplete correction (Rothe et al., 2021). 280

3.4 Score Distribution 281

Figure 2 shows the score distribution of DREsSNew 282

and DREsSStd. ranging from 0 to 5. The score dis- 283

tribution of the AES dataset shows a left-skewed 284

bell-shaped curve, following the general trends in 285

real-classroom settings. The scarcity of samples on 286

4



Model Strategy Content Organization Language Total

EASE (SVR)

SFT w/ DREsS

- - - 0.360
NPCR (Xie et al., 2022) - - - 0.507
ArTS (Do et al., 2024) 0.601 0.743 0.592 0.690
BERT (Devlin et al., 2019) 0.642 0.750 0.607 0.685
Llama 3.1 8B (AI@Meta, 2024) 0.631 0.771 0.589 0.691

gpt-4o

(A) zero-shot ICL 0.310 0.322 0.231 0.304
(B) five-shot ICL 0.361 0.475 0.367 0.428

(C) rubric explanation 0.285 0.250 0.200 0.259
(D) feedback generation 0.313 0.268 0.230 0.290

Table 3: Baseline results of rubric-based automated essay scoring on DREsS (QWK score)

low scores is because instructors are reluctant to287

give low scores to increase students’ self-efficacy288

and motivate them to learn (Arsyad Arrafii, 2020).289

To overcome the imbalance of the dataset, we pro-290

pose CASE, which can generate synthetic data for291

all score ranges. DREsSCASE has the same number292

of samples per score.293

4 Experimental Result294

4.1 Baseline Result on DREsS295

Table 3 shows the baseline results of rubric-based296

AES on DREsS. We use all three subsplits of297

DREsS as training data, but DREsSNew, a subsplit298

comprising essays and scores from real classroom299

settings, is used exclusively for the validation and300

the test sets. In other words, synthetically uni-301

fied (DREsSStd.) or augmented (DREsSCASE) data302

are reserved for training to avoid incomplete or303

inaccurate evaluation. Detailed experimental set-304

tings are described in Appendix §A. We adopt the305

quadratic weighted kappa (QWK) scores, a conven-306

tional metric to evaluate the consistency between307

the predicted scores and the gold standard scores.308

We provide the baseline results on DREsS us-309

ing holistic AES models from previous studies310

(i.e., EASE (SVR), NPCR (Xie et al., 2022),311

and ArTS (Do et al., 2024)), large language312

model (i.e., gpt-4o from OpenAI 4 and Llama 3.1313

8B (AI@Meta, 2024) from Meta), and BERT (De-314

vlin et al., 2019). Note that fine-tuned BERT is the315

model that most state-of-the-art AES systems have316

leveraged. We train EASE (SVR), NPCR, ArTS,317

BERT, and Llama 3.1 with DREsS as supervised318

4All following experiments using gpt-4o in this paper was
conducted from May 21, 2024 to June 5, 2024 under OpenAI
API services.

fine-tuning (SFT) data. We also test gpt-4o with 319

four different system prompts as follows: 320

(A) in-context learning (ICL) with zero-shot 321

(B) in-context learning (ICL) with five-shots of 322

writing prompts and essays 323

(C) asking the model to predict essay scores given 324

detailed rubric explanations 325

(D) asking the model to predict essay scores and 326

provide essay feedbacks that support their pre- 327

dicted scores. 328

The detailed prompts are described in Ap- 329

pendix B.1. Considering the substantial length of 330

writing prompt and essay, we were able to provide 331

a maximum of 5 shots for the prompt to gpt-4o. 332

We divided the samples into five distinct score 333

ranges and computed the average total score for 334

each group. Subsequently, we randomly sampled 335

a single essay in each group, ensuring that its total 336

score corresponded to the calculated mean value. 337

Asking gpt-4o to score an essay shows high vari- 338

ances among the essays with the same score, imply- 339

ing their limitations to be applied as AES systems. 340

4.2 Validation of DREsSStd. and DREsSCASE 341

Table 4 shows experimental results of rubric-based 342

AES with different language models. We train 343

Longformer (Beltagy et al., 2020) and BigBird (Za- 344

heer et al., 2020), a language model that accepts 345

long input sequences (i.e., 4,096 tokens), consider- 346

ing the substantial length of writing prompts and es- 347

says. In addition, we train GPT-NeoX-20B (Black 348

et al., 2022) and Llama 3.1 8B, state-of-the-art 349

LLMs. Nonetheless, exploiting different models 350

does not significantly affect the performance of 351
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Model Strategy Content Organization Language Total

BERT (Devlin et al., 2019)

SFT w/ DREsSNew

0.414 0.311 0.487 0.471
Longformer (Beltagy et al., 2020) 0.409 0.312 0.475 0.463
BigBird (Zaheer et al., 2020) 0.412 0.317 0.473 0.469
GPT-NeoX-20B (Black et al., 2022) 0.410 0.313 0.446 0.475
Llama 3.1 8B (AI@Meta, 2024) 0.413 0.375 0.426 0.466

Table 4: Experimental results of rubric-based AES with different LMs using DREsSNew

Model Strategy Content Organization Language Total

BERT (Devlin et al., 2019)
SFT w/ DREsSNew 0.414 0.311 0.487 0.471

+ DREsSStd. 0.599 0.593 0.587 0.551
+ DREsSCASE 0.642 0.750 0.607 0.685

Llama 3.1 8B (AI@Meta, 2024)
SFT w/ DREsSNew 0.413 0.375 0.426 0.466

+ DREsSStd. 0.581 0.608 0.574 0.563
+ DREsSCASE 0.631 0.771 0.589 0.691

Table 5: Empirical validation of data expansion in DREsS

AES systems. Xie et al. (2022) also observed352

that leveraging different foundation models has no353

significant effect on AES performance, and most354

state-of-the-art AES methods have still leveraged355

BERT (Devlin et al., 2019). Therefore, based on356

these observations, we choose BERT and Llama357

3.1 (8B) as a representative model to further eval-358

uate and validate the effectiveness of our dataset,359

particularly focusing on the benefits of data stan-360

dardization and synthesis.361

We validate the practical benefits of data362

standardization (DREsSStd.) and synthesis363

(DREsSCASE) with empirical results. Both fine-364

tuned BERT and Llama 3.1 exhibit scalable results365

with the expansion of training data (Table 5). In366

particular, the model trained with a combination of367

our approaches outperforms other baseline models368

by 45.44%, demonstrating the effectiveness of369

data unification and augmentation using CASE.370

Interestingly, a state-of-the-art LLM (i.e., gpt-4o)371

does not outperform fine-tuned small-scale372

language models (i.e., BERT), achieving 0.257373

points lower QWK total score. Existing holistic374

AES models show their inability to compute375

rubric-based scores.376

5 Discussion & Analysis377

5.1 Ablation Study378

We perform an ablation study to find the optimal379

number of CASE operations per each rubric. In Fig-380
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Figure 3: Ablation experimental results for CASE. naug

is the number of synthetic data by each class per original
data among all classes. The x-axis is a log-arithmetic
scale.

ure 3, we investigate how the number of CASE op- 381

erations affects the performance over all rubrics for 382

naug = {0.125, 0.25, 0.5, 1, 2, 4, 8}, where naug 383

denotes the number of synthetic data by each class 384

per original data among all classes (i.e., the ratio 385

of augmented data size compared to the source 386

data size). CASE on content, organization, and 387

language rubrics show their best performances on 388

0.5, 2, 0.125 of naug, generating a pair of syn- 389

thetic essays and corresponding scores in 4.5, 18, 390

1.125 times, respectively. We suppose that the de- 391

tailed augmentation strategies for each rubric and 392

the small size of the original data affect the opti- 393

mal number of CASE operations. Organization, 394

where corruption was made within the essay and 395

irrelevant to the size of the original data, showed 396

the highest naug. Content, where the corrupted sen- 397
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tences were sampled from 874 well-written essays398

with 21.2 sentences on average, reported higher399

naug than language, where the corrupted sentences400

were sampled from 605 ungrammatical sentences.401

Leveraging more error patterns in new grammatical402

error correction (GEC) data will lead to a scalable403

increase in the size of DREsSCASE for language.404

5.2 CASE vs. Generative Methods405

Content Organization Language

gpt-4o 0.298 0.219 0.158
CASE (Ours) 0.625 0.722 0.635

Table 6: QWK scores of synthetic essays generated by
two augmentation methods

We verify the quality of synthetic data using406

CASE compared to generative methods using407

LLMs. Here, we use the best-performing baseline408

rubric-based scoring models trained with DREsS.409

We measure a quadratic weighted kappa (QWK)410

score to measure the similarity between the gold la-411

bel of the synthetic sample and the predicted score412

by an AES model.413

For LLM to generate synthetic essays, we first414

give the persona of an EFL student taking an En-415

glish writing course in a college for students who416

get TOEFL scores ranging from 15 to 21 and417

provide five example essays written by EFL stu-418

dents randomly sampled from five distinct score419

ranges. We then ask the model to write an essay420

that matches the rubric-based scores. The detailed421

prompts to generate synthetic EFL essays are de-422

scribed in Appendix B.2. We randomly sample 900423

essays (100 samples per score ranging from 1.0 to424

5.0 with an increment of 0.5) from CASE augmen-425

tation and synthetic samples generated by gpt-4o.426

Table 6 shows QWK scores of synthetic essays,427

which validate whether the essays match with their428

scores. We use the best-performing baseline rubric-429

based scoring models in Table 4, which only uses430

DREsSNew as its training and test set. QWK score431

of CASE augmentation achieves 0.661 (substan-432

tial agreement), while the score of the generative433

method achieves 0.225 on average (slight to fair434

agreement). Though the detailed persona and ex-435

ample essays are given, gpt-4o fails to write an436

appropriate level of essays. Specifically, the pre-437

dicted rubric-based scores of 900 synthetic essays438

from gpt-4o across all score ranges are 4.21±0.65,439

4.13±0.63, and 4.30±0.30 for content, organization,440

and language, respectively. 441

We discuss the benefit of leveraging CASE to 442

generate synthetic essays in EFL writing for three 443

reasons: 1) its difficulty in generating EFL stu- 444

dents’ essays, 2) low performance in scoring es- 445

says, and 3) controllability and interoperability. 446

First of all, LLMs are hardly capable of repli- 447

cating EFL learners’ errors since they are mostly 448

trained with texts from native speakers. The es- 449

says of DREsSNew written by EFL students reveal 450

various unique characteristics and error patterns 451

of EFL learners. Detailed analysis is described 452

in § 5.3. Second, we found that the state-of-the- 453

art LLM, namely gpt-4o, underperforms in essay 454

scoring tasks compared to BERT-based models, as 455

described in Table 3. Lastly, the black-box nature 456

of LLMs poses challenges in terms of controllabil- 457

ity and interpretability. In contrast, our proposed 458

CASE method offers enhanced control and inter- 459

pretability. This mitigates the risks associated with 460

over-reliance on generative methods, fostering a 461

more robust and transparent research approach. 462

5.3 In-depth Analysis 463

Table 7 shows quantitative analysis of essays 464

from DREsSNew and DREsSCASE compared to 465

gpt-4o augmentation concerning linguistic fea- 466

tures. Student-written essays in DREsSNew include 467

unique patterns of ELF learners. For instance, es- 468

says in DREsSNew tend to be longer than synthetic 469

essays from gpt-4o, with more number of sen- 470

tences but easier and shorter sentences, accord- 471

ing to Flesch reading ease (Flesch, 1948) and the 472

number of tokens, respectively. Interestingly, EFL 473

students use fewer unique words but frequently 474

use unnecessary stopwords. Essays from EFL stu- 475

dents include typos and spelling errors which can- 476

not be made from the generation outputs of LLMs. 477

Note that one of the major strengths of the DREsS 478

dataset is the inclusion of errorful essays written 479

by EFL learners in the real-world classroom. 480

Table 8 shows two sample essays with a score 481

of 1 under the same writing prompt. The synthetic 482

essay from gpt-4o fails to reflect the EFL learners’ 483

errors, generating essays that include content, orga- 484

nization, and language features needed for a well- 485

written essay. For organization, the essay from 486

gpt-4o is well-structured with the use of appropri- 487

ate transition signals and an appropriate thesis sen- 488

tence in the first paragraph (blue text). For content, 489

each body paragraph includes detailed examples to 490

support the argument (orange text). For language, 491
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DREsSNew DREsSCASE gpt-4o

# of sentences * 20.96±6.66 22.67±10.10 16.02±2.35

# of tokens * 313.97±96.76 327.91±56.01 285.84±69.07

# of tokens w/o stopwords 162.64±49.97 167.14±35.50 165.49±47.91

Type-token ratio (TTR) * 0.43±0.07 0.43±0.06 0.51±0.04

# of transition signal * 28.03±10.3 28.18±14.0 29.61±10.02

# of typos * 4.39±4.11 6.64±8.22 0.59±1.22

Flesch reading ease (Flesch, 1948) * 53.66±11.84 59.47±11.11 29.15±19.88

US grade level (Kincaid et al., 1975) * 9.58±2.11 9.12±2.58 13.64±3.5

Table 7: Quantitative analysis. The asterisk denotes a statistically significant difference between gpt-4o and others
tested under one-way ANOVA and Tukey HSD test.

DREsSNew gpt-4o

In Korea, most of high school students stay with
very regular schedule and eat healthy lunch. How-
ever, in college they start drinking and often eat
fast food. Their health going bad!
College students have much free time and they
can do their hobby more. Then, spending time to
exercise. Exercise can help college student. Many
college people want to make girl or boyfriend. If
they start exercise and make healthy body, it can
be positive effect to people.

If I have the chance to visit a foreign country for
two weeks, I would like to go to Japan. Japan is a
country that I have always wanted to visit because
of its unique culture and beautiful landscapes.
One of the main reasons I want to visit Japan is
because of its culture. Japan has a very different
culture from my country, and I am very interested
in learning about it. I want to see the traditional
Japanese ceremonies and try wearing a kimono. I
also want to learn about Japanese tea ceremonies
because they are very famous.
Another reason I want to visit Japan is because of
its beautiful landscapes. Japan has many beautiful
mountains and forests that I would like to explore.
I have seen pictures of Mount Fuji, and I think it is
very beautiful. I would like to go hiking there and
see the cherry blossoms in spring.
In conclusion, I want to visit Japan because it has
a unique culture and beautiful landscapes. I think
it would be a very interesting and enjoyable trip.

Table 8: Sample essays whose rubric scores on content, organization, and language are all 1 out of 5. Sample-level
analysis on content (orange), organization (blue), and language (red).

the essay does not include any grammatical errors.492

In contrast, the essay from DREsSNew lacks tran-493

sitional signals, a thesis sentence, and supporting494

examples. The essay also includes a few grammati-495

cal errors and awkward phrases (red text), as it is496

written by EFL learners in a real-world classroom.497

6 Conclusion498

We release the DREsS, a large-scale, standard499

rubric-based essay scoring dataset with three sub-500

sets: DREsSNew, DREsSStd., and DREsSCASE.501

DREsSNew is the first reliable AES dataset with502

2.3K samples whose essays are authored by EFL 503

undergraduate students and whose scores are an- 504

notated by instructors with expertise. According 505

to previous studies from language education, we 506

also standardize and unify existing rubric-based 507

AES datasets as DREsSStd.. We finally suggest 508

CASE, corruption-based augmentation strategies 509

for essays, which generates 40.1K synthetic sam- 510

ples and improves the baseline result by 45.44%. 511

This work aims to encourage further AES research 512

and practical application in EFL education. 513
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Limitations514

Our research focuses on learning English as a for-515

eign language because there already exist datasets,516

and the current language models perform the best517

for English. There are many L2 learners of other518

languages whose writing classes can also benefit519

from AES. Our findings can illuminate the direc-520

tions of data collection, annotation, and augmenta-521

tion for L2 writing education in other languages as522

well. We leave that as future work.523

DREsSNew is collected through the EFL writ-524

ing courses from a college in South Korea, and525

most of the essays are written by Korean EFL stu-526

dents. EFL students in different cultural and lin-527

guistic backgrounds might exhibit different essay-528

writing patterns, which might affect the distribution529

of scores and feedback. We suggest a further exten-530

sion of collecting the DREsS dataset from diverse531

countries.532

Our augmentation strategy primarily starts from533

well-written essays and generates erroneous essays534

along with corresponding scores; therefore, this535

approach faces challenges in synthesizing well-536

written essays. However, we believe that well-537

written essays can be reliably produced by LLMs,538

which have demonstrated strong capabilities in gen-539

erating high-quality English text. Also, an opti-540

mized rationale (e.g., a threshold in corruption, cor-541

ruption scale) will advance CASE, which we leave542

for future work.543

We acknowledge that the experimental results544

in Table 3-4 might not fully cover state-of-the-545

art models in AES. Nonetheless, it is noteworthy546

that those results are a baseline for our dataset.547

We emphasize that the core contribution of this548

paper is the construction and the public release549

of a large-scale AES dataset (DREsS), not a pro-550

posal for AES model architecture. We believe nine551

different models—namely, state-of-the-art AES-552

specialized models (EASE, NPCR, ArTS), LLMs553

(GPT-4o, Llama 3.1, GPT-NeoX), and transformer-554

based models with different input sizes (BERT,555

Longformer, BigBird)—sufficiently cover empiri-556

cal testing of existing models. We leave examining557

state-of-the-art AES models for future work, with a558

proposal of and comparison to a novel architecture.559

560

Ethics Statement561

All studies in this research project were conducted562

with the approval of our institutional review board563

(IRB). Annotators were fairly compensated (ap- 564

proximately USD 18), which exceeds the minimum 565

wage in the Republic of Korea in 2024 (approxi- 566

mately USD 7.3). To prevent any potential impact 567

on student scores or grades, we requested students 568

to share their essays only after the end of the EFL 569

courses. We also acknowledged and addressed the 570

potential risk associated with releasing a dataset 571

containing human-written essays, especially con- 572

sidering privacy and personal information. To miti- 573

gate these risks, we plan to 1) employ rule-based 574

coding and 2) conduct thorough human inspections 575

to filter out all sensitive information. Addition- 576

ally, access to our data will be granted only to 577

researchers or practitioners who submit a consent 578

form, ensuring responsible and ethical usage. 579
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Appendix758

A Experimental Settings759

Hyperparameter Value

Batch Size 32
Number of epochs 10
Early Stopping Patience 5
Learning Rate 2e-5
Learning Rate Scheduler Linear
Optimizer AdamW

Table 9: SFT configuration

We split DREsSNew into training, validation, and760

test sets in a 6:2:2 ratio with a random seed of 22.761

We use DREsSStd. and DREsSCASE, a unified or762

augmented data as training data only. Additionally,763

we separate the training, validation, and test set first764

and then apply CASE in Table 3. In other words,765

training data does not include augmented essays766

from high-quality essays in the test set, which pre-767

vents data leakage. The AES experiments except768

for ArTS, GPT-NeoX-20B, and Llama 3.1 (8B)769

in Table 4 were conducted under GeForce RTX770

2080 Ti (4 GPUs), 256GiB system memory, and771

Intel(R) Xeon(R) Silver 4114 CPU @ 2.20GHz772

(40 CPU cores) with hyperparameters denoted in773

Table 9. Fine-tuning ArTS, GPT-NeoX-20B, and774

Llama 3.1 (8B) was conducted under Quadro RTX775

8000 (4 GPUs), 377GiB system memory, and In-776

tel(R) Xeon(R) Silver 4214R CPU @ 2.40GHz (48777

CPU cores) with the same hyperparameters. LLM778

inference uses greedy decoding (i.e., temperature779

0.0).780

B LLM Prompting781

This section provides detailed system prompts used782

for the experiments in this paper.783

B.1 Automated Essay Scoring784

Table 10 illustrates four different system prompts785

used in experiments for Table 4.786

B.2 Synthetic Essay Generation787

You are an English as a foreign language
(EFL) learner taking an English writing
course in a college for students who get
TOEFL scores ranging from 15 to 21.

788

### Examples 1–5: <five pairs of
writing prompts and EFL student’s
essays>
### Scoring criteria: <three rubrics
explanation>

Write an essay with short paragraphs
about the given prompt, of which scores are
<score> out of 5.0 for all criteria. Note that
the essay should include erroneous patterns
or typos from EFL students, according to
the score.

### Essay prompt: <essay_prompt>
789

C Rationale Behind Standardizing 790

The weights are not arbitrarily chosen but were 791

determined through expert consultation and theo- 792

retical considerations. Specifically, ASAP Prompt 793

7 contains four rubrics—ideas, organization, style, 794

and convention—, while Prompt 8 contains six 795

rubrics—ideas and content, organization, voice, 796

word choice, sentence fluency, and convention. 797

Both sets provide scores ranging from 0 to 3. For 798

language, we first create synthetic labels based on a 799

weighted average. This involves assigning a weight 800

of 0.66 to the style and 0.33 to the convention in 801

ASAP Prompt 7, and assigning equal weights to 802

voice, word choice, sentence fluency, and conven- 803

tion in ASAP Prompt 8. Stylistic features, such 804

as tone, coherence, and voice, are emphasized as 805

higher-order concerns in writing assessment frame- 806

works, while conventions, such as grammar and 807

punctuation, are considered lower-order concerns. 808

This theoretical understanding, combined with con- 809

sultation with EFL education experts, informs our 810

decision to assign a higher weight to style, partic- 811

ularly for argumentative essays where persuasive 812

and expressive abilities are crucial (Weigle, 2002). 813

For content and organization, we utilize the ex- 814

isting data rubric (idea for content, organization 815

as same) in the dataset. We repeat the same pro- 816

cess with ASAP++ Prompt 1 and 2, which have 817

the same attributes as ASAP Prompt 8. Similarly, 818

for ICNALE EE dataset, we unify vocabulary, lan- 819

guage use, and mechanics as language rubric with 820

a weight of 0.4, 0.5, and 0.1, respectively. 821
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(A)

Please score the essay with three rubrics: content, organization, and language.
### Answer format: {content: Float, organization: Float, language: Float}
Note that the float values of scores are within [1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0, 4.5, 5.0].
Please answer only in the above JSON format.

### prompt: <essay prompt>
### essay: <student’s essay>

(B)

Please score the essay with three rubrics: content, organization, and language.
### Answer format: {content: Float, organization: Float, language: Float}
Note that the float values of scores are within [1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0, 4.5, 5.0].
Please answer only in the above JSON format.

### Examples 1–5:

### prompt: <essay prompt>
### essay: <student’s essay>

(C)

Please score the essay with three rubrics: content, organization, and language.
<three rubrics explanation>
### Answer format: {content: Float, organization: Float, language: Float}
Note that the float values of scores are within [1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0, 4.5, 5.0].
Please answer only in the above JSON format.

### prompt: <essay prompt>
### essay: <student’s essay

(D)

Please score the essay with three rubrics: content, organization, and language.
### Answer format: {content: Float, organization: Float, language: Float, content_feedback:
String, organization_feedback: String, language_feedback: String}
Note that the float values of scores are within [1.0, 1.5, 2.0, 2.5, 3.0, 3.5, 4.0, 4.5, 5.0].
Please answer only in the above JSON format, with feedback.

### prompt: <essay prompt>
### essay: <student’s essay>

Table 10: Four different prompts for gpt-4o to get rubric-based scores in the last four rows of Table 4

D Additional Annotations822

While norming session and significance tests are823

conducted for the collection of DREsSNew in tan-824

dem, we agree that involving additional annota-825

tors will enhance the credibility of the scores.826

Therefore, we recruit additional expert annota-827

tions and conduct further annotations with 10% of828

the total dataset (227 samples). We recruit five829

English education experts holding a Secondary830

School Teacher’s Certificate (Grade II) for the En-831

glish Language, licensed by the Ministry of Ed-832

ucation, South Korea. Re-annotation achieves833

Cohen’s Kappa score (κ) of 0.193, representing834

slight agreement between original scores and re-835

annotations (Landis and Koch, 1977). It is note- 836

worthy that the subjectivity of the essay-scoring 837

task and the broad score range of essays (9 classes 838

on a range of 1 to 5 with increments of 0.5) make 839

this task challenging to reach agreements. Further- 840

more, the discrepancy in expertise domain between 841

two annotator groups—college-level education and 842

K-12 education—might lead to different scoring 843

criteria and relatively low inter-annotator agree- 844

ment. 845

E Datasheet for Dataset 846

In this section, we document DREsS following the 847

format of Datasheets for Datasets (Gebru et al., 848
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2021). The details on the composition and the col-849

lection process of the CSRT dataset are described850

in the main text.851

E.1 Motivation852

1. For what purpose was the dataset created?853

We aim to construct a large-scale, standard,854

rubric-based dataset for automated essay scor-855

ing (AES) to build AES systems that meet the856

needs of both instructors and students.857

2. Who created the dataset (e.g., which team,858

research group) and on behalf of which en-859

tity (e.g., company, institution, organiza-860

tion)? The authors constructed DREsS by861

1) collecting new essays and scores from the862

writing courses in their institution, 2) standard-863

izing existing works, and 3) synthesizing new864

samples.865

3. Who funded the creation of the dataset?866

See the Acknowledgments and Disclosure of867

Funding section.868

E.2 Preprocessing/cleaning/labeling869

1. Was any preprocessing/cleaning/labeling870

of the data done (e.g., discretization or871

bucketing, tokenization, part-of-speech tag-872

ging, SIFT feature extraction, removal of873

instances, processing of missing values)?874

No. Instead, we conduct rule-based post-875

processing and human inspection to filter out876

sensitive information.877

2. Was the “raw” data saved in addition to the878

preprocessed/cleaned/labeled data (e.g., to879

support unanticipated future uses)? N/A880

3. Is the software that was used to preprocess/-881

clean/label the data available? N/A882

E.3 Uses883

1. Has the dataset been used for any tasks884

already? No.885

2. Is there a repository that links to any or886

all papers or systems that use the dataset?887

N/A888

3. What (other) tasks could the dataset be889

used for? DREsS can be used as a training890

and evaluation dataset for automated essay891

scoring tasks.892

E.4 Distribution 893

1. Will the dataset be distributed to third par- 894

ties outside of the entity (e.g., company, in- 895

stitution, organization) on behalf of which 896

the dataset was created? Yes, the dataset is 897

open to the public who submitted a consent 898

form. 899

2. How will the dataset will be distributed 900

(e.g., tarball on website, API, GitHub)? 901

The dataset will be distributed through our 902

website. 903

3. Will the dataset be distributed under a 904

copyright or other intellectual property 905

(IP) license, and/or under applicable terms 906

of use (ToU)? The dataset will be distributed 907

under the MIT license. 908

4. Have any third parties imposed IP-based 909

or other restrictions on the data associated 910

with the instances? No. 911

5. Do any export controls or other regulatory 912

restrictions apply to the dataset or to indi- 913

vidual instances? No. 914

E.5 Maintenance 915

1. Who will be supporting/hosting/maintain- 916

ing the dataset? The authors of this paper 917

will maintain DREsS. 918

2. How can the owner/curator/manager of the 919

dataset be contacted (e.g., email address)? 920

The owner/curator/manager(s) of the dataset 921

are the authors of this paper. They can be 922

contacted through the emails on the first page 923

of the main text. 924

3. Is there an erratum? We will release an 925

erratum at the GitHub repository if errors are 926

found in the future. 927

4. Will the dataset be updated (e.g., to correct 928

labeling errors, add new instances, delete 929

instances)? Yes, the dataset will be updated 930

whenever it can be extended to other red- 931

teaming benchmarks. These updates will be 932

posted on the main web page for the dataset. 933

5. If the dataset relates to people, are there ap- 934

plicable limits on the retention of the data 935

associated with the instances (e.g., were the 936

individuals in question told that their data 937
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would be retained for a fixed period of time938

and then deleted)? N/A939

6. Will older versions of the dataset continue940

to be supported/hosted/maintained? Yes.941

7. If others want to extend/augment/build on/-942

contribute to the dataset, is there a mecha-943

nism for them to do so? No.944
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