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ABSTRACT

Recent advances in large language models (LLMs) have catalyzed research on
role-playing agents (RPAs). However, the process of collecting character-specific
utterances and continually updating model parameters to track rapidly changing
persona attributes is resource-intensive. Although retrieval-augmented generation
(RAG) can alleviate this problem, if a persona does not contain knowledge rel-
evant to a given query, RAG-based RPAs are prone to hallucination, making it
challenging to generate accurate responses. In this paper, we propose AMADEUS,
a training-free framework that can significantly enhance persona consistency even
when responding to questions that lie beyond a character’s knowledge. AMADEUS
is composed of Adaptive Context-aware Text Splitter (ACTS), Guided Selec-
tion (GS), and Attribute Extractor (AE). To facilitate effective RAG-based role-
playing, ACTS partitions each character’s persona into optimally sized, overlap-
ping chunks and augments this representation with hierarchical contextual infor-
mation. AE identifies a character’s general attributes from the chunks retrieved by
GS and uses these attributes as a final context to maintain robust persona consis-
tency even when answering out-of-knowledge questions. To underpin the develop-
ment and rigorous evaluation of RAG-based RPAs, we manually construct Charac-
terRAG, a role-playing dataset that consists of persona documents for 15 distinct
fictional characters totaling 976K written characters, and 450 question–answer
pairs. We find that our proposed method effectively models not only the knowl-
edge possessed by characters, but also various attributes such as personality. The
code and dataset will be available at our Github.

1 INTRODUCTION

Large language models with long-context capabilities are engineered to manage lengthy input se-
quences, allowing them to interpret and utilize extended contextual information (OpenAI, 2025;
Qwen et al., 2025; Gemini Team, 2025; 2024). Although LLMs exhibit enhanced abilities in un-
derstanding extended contexts, they still face significant challenges when handling tasks involving
genuinely long contexts (Li et al., 2024a). Furthermore, utilizing all relevant information from long-
context models to answer each query can be computationally expensive (Li et al., 2024b).

Retrieval-augmented generation (RAG) cost-efficiently mitigates factual inaccuracies and halluci-
nations in responding to knowledge-intensive queries by integrating external retrieval mechanisms
that provide accurate and up-to-date supporting information (Gao et al., 2023; Huang et al., 2025).
However, despite these advantages of RAG, there has been little research on RAG-based role-playing
agents (RPAs). Moreover, existing role-playing datasets are composed exclusively of dialogues in-
volving characters that are difficult to collect, and there is no dataset designed for building and
evaluating RAG-based RPAs.

In this paper, we examine the challenges inherent in RAG-based role-playing and propose ap-
proaches. In real-world applications, users and RPAs frequently engage in conversations on topics
that extend beyond the knowledge defined in the character’s persona. However, we observe that
the existing RAG method tends to excessively utilize chunks that are less relevant to the question
when the question is not explicitly answered by the available knowledge (Figure 1). To address this
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Figure 1: Chunk Duplication Frequencies. We compare the distribution of chunk duplication
frequencies and chunk usage rates between Naive RAG and our method when questions involving
knowledge not present in the persona document were given. We observe that when each of the 60
MBTI questions is asked to 15 fictional characters, the average chunk usage rate increases from
34.93% to 43.84%, and the distribution becomes more uniform.

challenge, we introduce AMADEUS, a training-free framework that can markedly improves persona
consistency, even when addressing questions beyond a character’s knowledge. AMADEUS con-
sists of three substages: Adaptive Context-aware Text Splitter (ACTS), which segments the persona
for role-playing, Guided Selection (GS), which retrieves appropriate chunks to infer information
relevant to the question from the character’s persona, such as prior actions and behaviors, and At-
tribute Extractor (AE), which identifies general attributes of the character from the retrieved chunks,
thereby encouraging the RPA to respond in a manner consistent with that character. To underpin the
development and rigorous evaluation of RAG-based RPAs, we manually construct CharacterRAG,
a role-playing dataset that consists of persona documents for 15 distinct fictional characters totaling
976K written characters, and 450 question–answer pairs.

We conduct extensive experiments to examine factors that influence the performance of RAG-based
role-playing, including interview-based assessments informed by multiple psychological question-
naires (Wang et al., 2024b; Park et al., 2025; Jiang et al., 2023) such as MBTI1 and BFI (Barrick
& Mount, 1991), and the CharacterRAG setting. Results demonstrate that our framework opens up
new possibilities for RAG-based role-playing agents (RPAs).

In summary, our contributions include three folds:

• We propose AMADEUS, a RAG-based RPA framework that not only elicits information related
to a character, but also maintains persona consistency even when responding to queries beyond
its explicit knowledge.

• We manually construct CharacterRAG, a role-playing dataset for implementing and evaluating
RAG-based RPAs comprising persona documents for 15 distinct fictional characters totaling
976K written characters, and 450 question–answer pairs.

• We systematically investigate and uncover key considerations for building RAG-based RPAs
through extensive experiments performed in a range of settings.

1https://www.16personalities.com/
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# 4. Tanjiro Kamado’s actions in the story: 
## 4.1. The death of his family:
- Tanjiro was born the eldest son of a poor charcoal-burning 
family. After losing his father, he lived in hardship with his 
mother and younger siblings. Nevertheless, getting along well 
with his family and living diligently, Tanjiro went down to the 
village as usual to sell charcoal.
- On his late way home, an old man named Saburo stopped 
him, saying that demons come out at night, and had him 
spend the night at his house. (At that time, Tanjiro heard from 
Saburo about demons and the Demon Slayer Corps, but he 
dismissed it as superstition. Still, before falling asleep, he 
remembered that his grandmother had said the same thing 
before she passed away.)
- The next day, when Tanjiro returned home, he found that his 
family had been attacked during the night; everyone had been 
killed except for his younger sister, Nezuko Kamado.

### 4.1.1. Tanjiro vs. the Water Hashira, Giyu Tomioka:
- While heading to the village determined to save at least 
Nezuko—who still had warmth left in her body—Tanjiro is 
attacked by Nezuko, who has turned into a demon. As he 
desperately holds out, Nezuko sheds tears at his earnest cries, 
as if some part of her self remains.
- Then Giyu Tomioka, a Demon Slayer, appears before them. 
When Giyu moves to kill Nezuko for being a demon, Tanjiro (...)

…

…

(a) Statistics of CharacterRAG dataset

(b) An example of CharacterRAG (Persona)

(c) An example of CharacterRAG (Question-Answer)

[Belief and Value]
Q) What did Nina say to Momoka, who was hesitant to really get started with 
music?

A) “After hearing your music... there’s someone who decided they had to keep 
on living... What you need to protect isn’t the you in your memories... It’s the 
desire to share your song with someone... You started a band because you 
wanted to share your heart, your joy, your anger, your sorrow with someone, 
right? That’s why you sang at the school festival and came to Tokyo, right!? You 
became a pro, didn’t you!? What are you so afraid of!! Why are you so scared!! 
I’m right here... someone who drew courage from you, who found the strength 
to rise because you were there...  someone who feels happiness singing with 
you... someone who wants to stake their life on this together with you!!”

Figure 2: An overview of CharacterRAG Dataset. CharacterRAG consists of persona documents
for 15 distinct fictional characters totaling 976K written characters, and 450 question–answer pairs.

2 CHARACTERRAG

2.1 DATASET CONSTRUCTION BY HUMAN ANNOTATORS

We construct the CharacterRAG dataset, which consists of 15 fictional characters, to leverage and
evaluate a RAG-based role-playing framework. CharacterRAG is a high-quality, role-playing dataset
in which all external information about works featuring characters that could affect persona consis-
tency has been manually removed, and each persona document has been directly reconstructed from
the perspective of each character by human annotators2. For instance, any information speculated
from the perspective of editors rather than the characters themselves, as well as information such as
character popularity polls that may disrupt role-playing, is excluded. CharacterRAG consists of 15
distinct fictional characters, 976K written characters, and 450 question–answer pairs.

2.2 ATTRIBUTES

Six commonly used attributes in role-playing define each character’s persona and the corresponding
question–answer pairs (Chen et al., 2025):

• Activity: A documented history comprising prior activities, behaviors, and interactions, encom-
passing elements such as backstory and schedules.

• Belief and Value: The foundational tenets, dispositions, and ideological orientations that inform
and guide a character’s viewpoints and decision-making processes (e.g., beliefs and attitudes).

• Demographic Information: Information that can identify a character, including but not limited to
their name, age, educational background, professional history, and geographic location.

• Psychological Traits: Attributes associated with personality traits, emotional states, preferences,
and patterns of cognitive behavior.

• Skill and Expertise: The extent of understanding, skillfulness, and competence regarding partic-
ular fields or technologies.

• Social Relationships: The characteristics and processes of social interactions, encompassing in-
dividuals’ roles, relational ties, and patterns of communication.

Each section of the character’s persona contains subsections, preserving the hierarchical information
(e.g., ”Tanjiro Kamado’s actions in the story” or ”Tanjiro vs. the Water Hashira, Giyu Tomioka”).

2CharacterRAG dataset is sourced from Namuwiki and is based on Korean data: https://namu.wiki/
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Furthermore, Each QA pair consists of a question and corresponding answer derived from the char-
acter’s knowledge, pertaining to one of the six attributes manually constructed for each character.
Detailed statistics and samples of CharacterRAG are shown in Figure 2.

3 TASK FORMULATION: RAG-BASED ROLE-PLAYING AGENTS

Given user query u, RAG-based RPAs can be formulated as:

R = f(u,Dp) (1)

, where Dp is a character’s persona, and f is a RPA. A text splitter g divides the persona into n
chunks as follows:

g(Dp) = {c1, c2, ..., cn} (2)

Each chunk ci contains a character’s knowledge corresponding to attributes in Section 2.2. Rather
than using the full chunks C = {ci | i = 1, . . . , n}, f takes as input the top K chunks with the
highest semantic scores relative to the u:

C∗ = TopK({sim(u, ci)}ni=1), |C∗| = K (3)

The objective of f is to vividly embody a character and generate response R to u while maintaining
persona consistency: R∗ = f(u, C∗). However, previous RAG methods (Guu et al., 2020; Guo et al.,
2024; Yang et al., 2024; Shukla et al., 2025; Wang et al., 2025b) truncate each character’s persona
paragraph to a fixed length, regardless of the varying lengths across characters, which results in
hallucinations or responses with lower persona consistency. Although existing works (LangChain,
2023; Antematter, 2024; Zhong et al., 2025a; Liu et al., 2025) explore optimal chunking strategies,
they struggle to capture the contextual similarities across chunks that are crucial for role-playing.

4 METHOD

As depicted in Figure 3, AMADEUS consists of three substages: (i) Adaptive Context-aware Text
Splitter (ACTS), (ii) Guided Selection (GS), and (iii) Attribute Extractor (AE), in order to build
realistic RAG-based RPAs. We describe the three substages in detail in the following subsections.

4.1 ADAPTIVE CONTEXT-AWARE TEXT SPLITTER

Unlike previous naive semantic chunking or rearrangement methods, Given Dp, ACTS aims to pre-
serve intra-level context across chunks and, for each chunk, information about the corresponding
subsections of the persona—that is, hierarchical context H. For instance, in Figure 2, chunks within
### 4.1.1 must preserve H: ”Tanjiro Kamado’s actions in the story (# 4)”, ”The death of his family
(## 4.1)”, and ”Tanjiro vs. the Water Hashira, Giyu Tomiok (### 4.1.1)”. To this end, ACTS first
finds the maximum length of the paragraphs that constitute the persona:

lmax = φ(p1, p2, ..., pl) (4)

, where φ denotes a length-calculating function. Then, ACTS sets the overlap length of the text
splitter to half of lmax (i.e., lo = lmax/2). Note that the reason for setting both chunk length and
overlap length sufficiently large is to minimize information loss, as the context between pieces of
information contained in each chunk is indispensable in RAG-based role-playing. Finally, ACTS
recursively retrieves the context at each chunk’s current position in the hierarchy, then segments Dp

using lmax and lo, and concatenates the resulting context Hi to each chunk to preserve information
such as character descriptions and situational context at each point in the narrative:

ACTS(Dp,H, lmax, lo) = {ĉ1, ĉ2, ..., ĉm} (5)
ĉi = [ci;Hi] (6)

From a computational standpoint, the extraction of hierarchical context incurs an O(N) runtime cost.

4
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# Yui's Characteristics, Clumsy Girl (Dojikko):

- Yui usually sleeps in late. Occasionally, when 

she decides she has to do something, she wakes 

up ridiculously early. As she goes through high 

school, she gradually wakes up late less often.

- Yui is lazy, and her hobby is lazing around at 

home. After joining the light music club, she 

became absorbed in the guitar, but before joining, 

her daily routine was just lying around. During 

holidays, she sometimes buries herself in the 

kotatsu and doesn’t come out.

- Yui joined the light music club without knowing 

how to play any instruments at all. She didn’t 

even have a proper instrument, so at Ritsu’s

suggestion, the club members worked part-time 

together to save money, but it wasn’t enough. 

Later, thanks to Mugi’s help, she was able to buy 

a guitar at a much cheaper price. Although she got 

help from her friends to buy the guitar, from the 

store’s perspective, they still caused some trouble.

Adaptive Context-aware Text Splitter (ACTS)

Persona Documents

Belief and Value

Psychological Traits

## Yui Hirasawa's Belief and Value:

Yui Hirasawa values the small joys and comfort in 

everyday life. She cherishes the time spent with 

friends and is open to both receiving and giving help. 

She isn't afraid to take on challenges or learn new 

things, and she maintains a positive attitude even 

when she fails. She naturally accepts her own laziness 

and carelessness, and she prioritizes enjoyment and 

present satisfaction over perfection.

## Attributes:

## Knowledge:

##  Yui Hirasawa’s Psychological Traits:

Yui Hirasawa has an innocent and clumsy (dojikko) 

personality, and she tends to be laid-back and lazy. 

She enjoys spending time alone, such as lazing 

around at home, but when she's with friends, she is 

cheerful, sociable, and also likes group activities. She 

expresses her emotions honestly, tends to 

procrastinate with bothersome tasks, and immerses 

herself in things she loves. She also has a passionate 

side that allows her to quickly dive into new hobbies 

(such as playing the guitar).

Persona Documents

+ Optimal Chunk Length

+ Hierarchical Context

Do you prefer hobbies or activities that you can do alone rather than group activities?

1.

2.

3.

0.712

0.681

0.651

4. 0.648

…

Guided Selection (GS)

Attribute Extractor (AE)

RAG (+ ACTS)
# Context:

Yui’s Response

## Role:

Refer to the given Knowledge and Attributes 

of Yui Hirasawa and answer the user's 

questions as if Yui Hirasawa.

Hmm~ I really love just lazing around in the kotatsu by 

myself or practicing guitar in my room! Playing alone is 

fun and comfortable, so I like it a lot. Hehe…

But, eating cake with Ho-kago Tea Time friends, 

practicing together, and making lots of noise is super, 

super fun too!

It’s hard to say exactly which one I like better, but I think 

both my alone time and time with my friends are precious 

and make me happy!

Hmm... Since I enjoy both, maybe I can practice guitar by 

myself today, and then go hang out with Ricchan and 

Mio-chan tomorrow~ That sounds good, don’t you think?

K

A

Figure 3: AMADEUS framework. AMADEUS consists of three substage: (i) ACTS splits a per-
sona document to make it suitable for RAG-based role-playing. (ii) To fully leverage the character’s
knowledge, GS retrieves chunks from which it can infer the answer to the user query. (iii) AE uses
the information derived from the GS results to extract character attributes.

4.2 GUIDED SELECTION

While RAG has demonstrated significant potential in improving factual correctness of LLMs, RPAs
based on existing RAG methods tend to generate uninformative responses (e.g., I’m sorry, but I
don’t have specific information.) for questions outside their knowledge base (Guo et al., 2024;
Shukla et al., 2025; Wang et al., 2025b), or excessively and repetitively use irrelevant chunks that
are not pertinent to the given query (Figure 1).

In this paper, GS focuses on selecting appropriate chunks to generate natural and persona-consistent
responses. GS is composed of three stages. First, we iterate over the chunks, which are sorted in de-
scending order of semantic similarity to the user query u, and employ an LLM to determine whether
it is possible to infer the corresponding character’s attributes from each chunk for the u. Second, the
chunks selected in the previous step are appended to the slot, and the iteration terminates when the
slot is full. Finally, if the slot remains empty after the maximum number of search iterations, the K
chunks with the highest semantic similarity to the query is returned.

Note that GS is effective in identifying chunks containing information that can be inferred from
a character’s actions, such as beliefs or personality traits, which are not explicitly stated in the
knowledge base and therefore are difficult to retrieve through direct search. For example, even if
there is no explicit knowledge corresponding to the query ”My living and work spaces are clean
and organized”, if Megumin’s conscientiousness can be inferred from her behavior depicted in the
narrative, RPA can leverage this information to infer the characteristics of Megumin and generate an
appropriate response. GS is summarized in Algorithm 1.

4.3 ATTRIBUTE EXTRACTOR

Inspired by the observations that incorporating character’s attributes can lead to more realistic re-
sponses (Park et al., 2025; Chen et al., 2025), AE considers two attributes: Belief and Value, and
Psychological Traits3. Beliefs and values are fundamental principles and ideological orientations
that inform and influence a character’s viewpoints and choices. On the other hand, psychological
traits refer to characteristics related to personality, emotional states, personal interests, and cognitive
tendencies. AE extracts attributes of a character from the chunks generated as a result of GS, and

3Unlike other attributes, Belief and Value and Psychological Traits directly influence a character’s behavior;
therefore, AE provides information about these two attributes.

5
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Algorithm 1 Guided Selection (GS)
Input: User query u; Set of knowledge chunks C; Maximum number of search iterations N ; Slot size M
Output: Selected chunk set S

1: Initialize slot S = ∅
2: Sort chunks C in descending order according to semantic similarity to u, obtaining Csorted
3: Set iteration counter t← 0
4: for each chunk c in Csorted do
5: if t ≥ N or |S| ≥M then
6: break
7: end if
8: With an LLM, determine if chunk c contains information from which the character’s attributes can be

inferred regarding u
9: if the LLM returns True then

10: Add c to slot S
11: end if
12: t← t+ 1
13: end for
14: if |S| = 0 then
15: S ← Top-K + 1 chunks from Csorted (highest semantic similarity to u)
16: end if
17: return S

exploits them as context. Finally, we dynamically construct the context using knowledge retrieved
via RAG and attributes extracted by GS and AE, enabling the model to generate vivid responses.

5 EXPERIMENTS

5.1 SETUP

Baselines. We evaluate our method against three off-the-shelf RAG baselines: Naive RAG (Gao
et al., 2024), CRAG (Yan et al., 2024), and LightRAG (Guo et al., 2024). CRAG and LightRAG were
selected to investigate the effects of web search and graph-based knowledge systems, respectively,
on role-playing. We also conduct extensive experiments on three different LLMs and three different
embedding models: GPT-4.1 (OpenAI, 2025), Gemma3-27B (Team et al., 2025), Qwen3-32B (Yang
et al., 2025), BGE-M3 (Chen et al., 2024), Qwen3-0.6B (Zhang et al., 2025), and mE5large-instruct
(Wang et al., 2024a). To explore the impact of multi-step reasoning on role-playing, Qwen3-32B is
configured to use thinking mode.

Settings. We implement Guided Selection (GS) and Attribute Extractor (AE) using GPT-4.1 (”gpt-
4.1-2025-04-14”). We leverage Adaptive Context-aware Text Splitter (ACTS) based on the conven-
tional Naive RAG. The maximum number of search iterations N is 30, and the slot size M is set to
2. We performed benchmarking on an NVIDIA H100 NVL GPU.

5.2 EVALUATION PROTOCOLS

Tasks. We use 450 QA pairs from the CharacterRAG dataset to verify whether the RPA sufficiently
leverages each character’s knowledge. As we follow the similar experimental protocol in prposed
by previous studies (Wang et al., 2024b; Park et al., 2025), we also exploit 60 MBTI questions and
120 BFI (Barrick & Mount, 1991) questions to investigate whether each character can appropriately
respond to questions for which they do not have explicit prior knowledge. Following the prior
work, since it is not possible to construct QA pairs for questions outside the scope of a character’s
knowledge, we instead conduct interview-based assessments (Wang et al., 2024b) for each character
and compare the results to psychological test outcomes for the character, as determined by thousands
of actual participants’ votes4(Sang et al., 2022; Wang et al., 2024b).

4https://www.personality-database.com/
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Table 1: Predicted MBTI Types and Big 5 SLOAN Types per Character. The number in paren-
theses indicates the number of times the ground-truth (GT) type of each character was not correctly
identified.

∑
|d| is a measure obtained by summing these values; lower values are preferable. The

experiments are conducted using GPT-4.1 setting.
The 16 Personalities (MBTI) The Big Five Inventory (BFI)

Method Naive RAG CRAG LightRAG AMADEUS (Ours) GT Naive RAG CRAG LightRAG AMADEUS (Ours) GT
Anya Forger ISFP (-2) INTJ (-3) INFJ (-2) ENFP (0) ENFP SLOAI (-1) SLOAI (-2) RCUEN (-3) SLUEI (-2) SCUAI
Chika Fujiwara ENFP (0) ENFP (0) INTP (-2) ENFP (0) ENFP SCOAI (-1) SCUAI (0) RLUEN (-4) SCOAI (-1) SCUAI
Edward Elric INTP (-1) ISTJ (-3) INTP (-1) INFP (-2) ENTP SCOAI (-3) SLOEI (-1) RCUAN (-4) SLOEI (-1) SLUEI
Frieren INFP (-1) INFP (-1) INTP (0) INTP (0) INTP RCOAI (-2) RCUAI (-1) SLUEN (-3) RCUAI (-1) RCUEI
Hitori Gotoh ISFP (-1) ISTJ (-2) ENFP (-1) INFP (0) INFP RLUAI (0) RLUAI (0) RCUEN (-3) RLUAI (0) RLUAI
Light Yagami INTJ (-1) INTJ (-1) INTJ (-1) INTJ (-1) ENTJ SCOEI (-1) SCOEI (-1) RCUAN (-3) SCOEI (-1) RCOEI
Māo Māo ISTJ (-2) INTJ (-1) INTJ (-1) ISTP (-1) INTP RCOEI (0) RCOAN (-2) SLUAN (-5) RCOEI (0) RCOEI
Megumin ISFP (-1) INFP (0) INFP (0) ISFP (-1) INFP SCOAI (-3) SCUAI (-2) RLUEN (-2) SLOEI (-1) SLUEI
Mikoto Misaka ENFP (-2) ISFP (-4) ENTJ (0) INFJ (-2) ENTJ SLOAI (-3) SLOAI (-3) RCUEN (-2) SLOAI (-3) RCOEI
Nina Iseri INFP (-1) ISFP (0) ENFJ (-3) INFP (-1) ISFP SLOAI (-3) RLUAI (-1) RCUEN (-2) SLUEI (-1) RLUEI
Saitama ISFP (-1) ISTP (0) INTP (-1) ISTP (0) ISTP RCUAN (0) RCOAN (-1) SCOAI (-3) RCUAN (0) RCUAN
Son Goku ESFP (0) ENFJ (-2) INTP (-3) ESFP (0) ESFP SCOAI (-2) SCUAI (-1) RLUEI (-4) SCOAI (-2) SCUAN
Tanjiro Kamado ENFP (-1) ENFJ (0) INTP (-3) ENFJ (0) ENFJ SLOAI (-1) SCOAI (0) RCUAN (-3) SCOAI (0) SCOAI
Tobio Kageyama ENFJ (-3) ENTJ(-2) INFJ (-1) ISTJ (0) ISTJ RCOEN (-1) SLOAN (-2) RCUAI (-4) RCOEN (-1) RLOEN
Yui Hirasawa ISTJ (-4) ENFP (0) INTP (-2) ESFP (-1) ENFP SCUAI (0) SLUAI (-1) RCOEN (-4) SCUAI (0) SCUAI∑

|d| (↓) 21 19 21 9 - 21 18 49 14 -
Accuracy (↑) 65.00% 68.33% 65.00% 85.00% - 72.00% 76.00% 34.67% 81.33% -
Avg F1-Score (↑) 0.6146 0.6448 0.5344 0.8394 - 0.6785 0.7313 0.2774 0.7986 -

Table 2: Distribution of Similarity Scores.
RCTS denotes RecursiveCharacterTextSplit-
ter, MHTS is MarkdownHeaderTextSplitter,
SC refers to SemanticChunker, and ATS stands
for dividing a persona for each character with
optimal segment length and overlap, without
hierarchical context.

BGE-M3 Qwen3 mE5large-instruct∑
µ

∑
σ2

∑
µ

∑
σ2

∑
µ

∑
σ2

RCTS 6.4325 0.1026 8.3306 0.1557 12.3136 0.0071
MHTS 6.4262 0.1038 8.3410 0.1552 12.3063 0.0071

SC 5.3405 0.1625 8.1691 0.1783 - -
ATS 6.7007 0.0884 8.4718 0.1281 12.2336 0.0070

ACTS (Ours) 6.8575 0.0784 8.6226 0.1179 12.3240 0.0063

Table 3: Human Evaluation. We conduct hu-
man evaluation using a 5-point Likert scale to
verify whether inferring character attributes with
AE from chunks extracted by GS is reasonable.
Note that S represents the results of all human
evaluators, µ is E(E(S)), σ is E(σ(S)), and Mdn
is E(Mdn(S)).

µ σ Mdn Cronbach’s alpha
BFI 3.970 0.962 4.217 0.825

MBTI 3.902 0.915 4.000 0.810

Metrics. We design three LLM-based metrics, similar to those in prior studies (Wang et al., 2025a;
2024b), to comprehensively evaluate the role-playing capabilities of RAG-based RPAs.: (i) ACC
measures whether the character’s response contains the correct answer or not. (ii) ACCL is a score
assigned by the LLM, ranging from 1 to 10, that evaluates how well the character’s response reflects
the correct answer. (iii) Hallucination Score (HS) evaluates the degree of hallucination in the model’s
response given a query, the relevant chunks, and the ground-truth answer, on a scale from 1 to 10.
Specifically, HS is assigned close to 1 when the response faithfully reflects only the facts contained
in the chunks or answer without distortion or addition, indicating minimal hallucination.

5.3 EXPERIMENTAL RESULTS

Figure 4: Ridgeline of Log-Density Compari-
son. Empirical verification of optimal overlap co-
efficient α: lo = lmax/α (Normal assumption).

Adaptive Persona Segmentation and Hierar-
chical Contextualization Are Highly Effec-
tive. We analyze the distributions of similar-
ity scores to examine whether splitting the text
into optimally sized chunks for each character’s
persona and incorporating hierarchical context
is effective. In Table 2, we provide each char-
acter with 30 questions, resulting in a total of
450 questions, related to their respective knowl-
edge from the CharacterRAG dataset, and mea-
sure the similarity between each question and
the chunks retrieved by the RAG model under
the three different embedding settings: BGE-
M3, Qwen3-0.6B, and mE5large-instruct. Results
demonstrate that compared to RecursiveChar-
acterTextSplitter (LangChain, 2024b), Mark-
downHeaderTextSplitter (LangChain, 2024a), and SemanticChunker (LangChain, 2024c), adaptive
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Table 4: Role-playing capabilities on CharacterRAG. Higher values of ACC (%) and ACCL (1-
10) correspond to better performance, whereas lower values of HS (1-10) are preferable.

RAG Method
GPT-4.1 Gemma3-27B Qwen3-32B

ACC↑ ACCL↑ HS↓ ACC↑ ACCL↑ HS↓ ACC↑ ACCL↑ HS↓
w/o RAG 49.56% 6.79 - 27.56% 5.33 - 18.89% 4.35 -
Naive RAG 91.33% 9.23 3.13 86.44% 8.85 3.27 78.44% 8.49 5.05
LightRAG 48.00% 6.06 - 69.56% 8.17 - 68.67% 8.20 -
CRAG 70.00% 8.26 3.21 57.78% 7.57 4.09 28.67% 5.24 8.68
AMADEUS (Ours) 92.67% 9.26 2.89 88.00% 8.92 3.26 78.89% 8.63 4.66

persona segmentation, which we call Adaptive Text Splitter (ATS), segments text with an optimal
persona length and overlap for each character, achieves a higher average score and lower variance.
This indicates that each chunk generated using adaptive persona segmentation contains richer se-
mantic information for the same query. Building on this, Adaptive Context-aware Text Splitter
(ACTS), which considers hierarchical context in addition to ATS, consistently achieves better perfor-
mance across all three embedding settings. This results show that optimal chunk length, appropriate
overlap, and consideration of hierarchical context all play essential roles in effective text chunking.

Furthermore, to empirically validate the suitability of the overlap coefficient, Figure 4 presents
the log-density ridgelines of five distributions estimated under the normality assumption:

log f
(
x |

∑
µ,

∑
σ2

)
= −0.5

(
x−

∑
µ√∑
σ2

)2

− log
(√∑

σ2
)
− 0.5 log(2π). We observe that, when

α = 2, the sum of the similarity scores is maximized while their variance is minimized.

Extracting a Character’s Attributes from Selected Text Chunks Is Reliable. We investigate
the reasonableness of inferring character attributes with the Attribute Extractor (AE) from chunks
extracted via Guided Selection (GS) by conducting human evaluation using a 5-point Likert scale.
To this end, we invite 14 human evaluators and each evaluator is asked to score 60 randomly selected
samples. Each sample consists of pairs of chunks selected from GS and attributes extracted through
AE, for 30 BFI questions and 30 MBTI questions that are not included in the knowledge. In Table
3, we find that the means µ is close to 4, with small standard deviations σ. It demonstrates that
the outputs of GS and AE are reliable and trustworthy, even from a human evaluative perspective.
We also measure Cronbach’s alpha (Cronbach, 1951) to evaluate internal consistency among the
human evaluators. We find that the Cronbach’s alpha values are 0.825 and 0.810, both exceeding the
commonly accepted threshold of 0.7 for acceptable reliability. Since values above 0.8 are generally
interpreted as indicating a high level of internal consistency, experimental results in Table 3 can be
considered highly trustworthy.

Graph-Based RAG and Web Search-Based RAG Are Unsuitable for Role-Playing.One of the
major challenges in retrieval-based role-playing is that, when a RPA receives questions involving
knowledge outside a character’s persona, it tends to either overuse irrelevant chunks (Figure 1) or
generate uninformative responses (Guo et al., 2024; Shukla et al., 2025; Wang et al., 2025b). To
investigate whether RAG-based RPAs can handle this problem, we conduct extensive experiments
in which we ask 15 characters 60 MBTI questions and 120 BFI questions each, and and evaluate
their ability to accurately infer the characters’ personality types. Table 1 shows predicted MBTI
types and Big 5 SLOAN types per character. Our framework maintains persona consistency even
when answering questions that are not explicitly specified in each character’s persona in both MBTI
and BFI settings. Note that the performance gap of CRAG is significant between the two settings.
We assume that questions requiring analogical reasoning are difficult to solve even with web search
and that the search results may contain non-negligible noise. On the other hand, LightRAG exhibits
the lowest performance, which shows that graph-based RAG methods are not well suited for RPA
applications due to the high cost of graph construction, the difficulty in adding or removing new
knowledge, and challenges in maintaining persona consistency. While we did not perform a direct
comparison, we observed that GraphRAG (Shukla et al., 2025) suffers from similar problems.

CharacterRAG Dataset Serves as a Valuable Resource for the Construction and Evaluation
of RAG-Based RPAs. To investigate the factors influencing the performance of role-playing, we
conduct a comprehensive interview-based assessments on the generalization capabilities of models
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with various LLMs and RAG techniques. Table 4 and Figure 5 present how the ability to accurately
answer questions related to the character’s knowledge, which is a core aspect of role-playing, varies
across the applied methodologies. We first examine to what extent each LLM possesses background
knowledge about the 15 characters in a setting without RAG, and results show that none of the three
LLMs are capable of effective role-playing without access to external knowledge. Moreover, we
observe that LightRAG, a graph-based RAG, is ill-suited for the storage and retrieval of character
knowledge, as it often suffers from issues such as entity ambiguity and uninformative responses.

Figure 5: Role-playing capabilities on
MBTI and BFI. Lower values of HS (1-10)
are preferable.

RAG Method GPT-4.1 Gemma3-27B Qwen3-32B

HS↓ HS↓ HS↓

MBTI
Naive RAG 2.69 2.53 2.33
CRAG 2.38 2.91 1.80
AMADEUS (Ours) 2.05 2.02 2.04

BFI
Naive RAG 2.74 2.52 2.42
CRAG 2.26 2.75 1.96
AMADEUS (Ours) 1.94 1.99 2.03

In a similar vein, CRAG exhibits challenges in main-
taining role-playing fidelity, which can be attributed
to the tendency of web search-based RAG methods
to utilize retrieved content that may undermine the
consistency of a character’s persona. Indeed, despite
leveraging web information, CRAG is able to cor-
rectly answer only 6 out of the 30 CharacterRAG
questions pertaining to Nina Iseri. In addition, to an-
alyze how a thinking mode of LLMs influences their
role-playing capabilities, we employ Qwen 3-32B.
Results demonstrate that the thinking mode fails to
yield any substantial positive effect on enhancing
role-playing performance. Note that our framework
achieves the best performance across all three LLMs. We also find that the Hallucination Score
(HS) is the lowest in CharacterRAG setting. These results highlight the importance of preserving
the context of split-character personas and effectively leveraging appropriate character attributes in
RAG-based RPAs. Furthermore, such elements are especially pronounced in dialogue situations that
transcend the scope of the character’s knowledge (Table 5). We believe that our findings demonstrate
new possibilities for RAG-based RPAs.

6 RELATED WORK

Role-Playing Agents. With the advent of LLMs, researchers have pursued finer-grained persona
consistency (Zhang et al., 2018; Ji et al., 2025; Park et al., 2025; Lu et al., 2024; Zhou et al., 2024).
Complementary benchmarks soon followed, along with various evaluation methods (Boudouri et al.,
2025; Ahn et al., 2024; Wang et al., 2024b; 2025a). However, there has been little research on RAG-
based role-playing agents (RPAs). In this paper, we propose AMADEUS, a RAG-based RPA frame-
work that not only elicits information related to a character, but also maintains persona consistency
even when responding to queries beyond its explicit knowledge.

Retrieval-Augmented Generation (RAG). RAG couples non-parametric memory with an LLM
to mitigate hallucination and stale knowledge (Lewis et al., 2020; Bhat et al., 2025; Zhong et al.,
2025b; Zhu et al., 2024). Nevertheless, no existing benchmark explicitly targets role-playing under
RAG, and prior work still assumes personas are short, knowledge-dense snippets. We mitigate this
discrepancy with a novel text splitter that tailors chunk lengths and hierarchical context to each char-
acter. We also introduce CHARACTERRAG, the first dataset designed for building and evaluating
RAG-based role-playing agents across 15 fictional character’s personas.

7 CONCLUSION

In this work, we addresse critical limitations in building retrieval-augmented, RPAs with LLMs.
By introducing a novel framework consisting of an Adaptive Context-aware Text Splitter (ACTS),
Guided Selection (GS), and Attribute Extractor (AE), our approach enables robust and consistent
simulation of character personas, even when confronted with queries that extend beyond explicit
persona knowledge. Through the development of the CharacterRAG dataset, we provide a valuable
resource for reproducible evaluation and benchmarking of RAG-based RPAs. Our experimental
results demonstrate that the proposed method not only enhances the character’s knowledge repre-
sentation, but also faithfully models nuanced traits such as personality. We are enthusiastic about
the future prospects of RAG-driven role-playing agents, along with the creation of stronger character
personas and improved RAG architectures.
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human assessments using fair and transparent procedures. All data obtained from Namuwiki adhered
to applicable usage permissions and contained no personally identifiable information. The Korean-
language dataset was used solely for academic research. In addition, our use of the Assistants API
was fully transparent, with no alterations that could obscure or distort the model’s behavior.

Our experimental protocol complied with strict ethical standards for privacy and data protection.
All persona documents and prompts were publicly available, anonymized, or created through eth-
ical processes. Human participants were fully informed about the study’s purpose and procedures
and were free to withdraw at any time without penalty. By upholding these practices, we aim to
advance AI research in a way that is both innovative and ethically responsible, safeguarding privacy,
intellectual property, and the well-being of all participants.
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ation for knowledge-intensive nlp tasks. Advances in neural information processing systems, 33:
9459–9474, 2020.

Tianle Li, Ge Zhang, Quy Duc Do, Xiang Yue, and Wenhu Chen. Long-context llms struggle with
long in-context learning, 2024a. URL https://arxiv.org/abs/2404.02060.

Zhuowan Li, Cheng Li, Mingyang Zhang, Qiaozhu Mei, and Michael Bendersky. Retrieval aug-
mented generation or long-context LLMs? a comprehensive study and hybrid approach. In
Franck Dernoncourt, Daniel Preoţiuc-Pietro, and Anastasia Shimorina (eds.), Proceedings of the
2024 Conference on Empirical Methods in Natural Language Processing: Industry Track, pp.
881–893, Miami, Florida, US, November 2024b. Association for Computational Linguistics.
doi: 10.18653/v1/2024.emnlp-industry.66. URL https://aclanthology.org/2024.
emnlp-industry.66/.

Hao Liu, Zhengren Wang, Xi Chen, Zhiyu Li, Feiyu Xiong, Qinhan Yu, and Wentao Zhang. Ho-
pRAG: Multi-hop reasoning for logic-aware retrieval-augmented generation. In Wanxiang Che,
Joyce Nabende, Ekaterina Shutova, and Mohammad Taher Pilehvar (eds.), Findings of the Asso-
ciation for Computational Linguistics: ACL 2025, pp. 1897–1913, Vienna, Austria, July 2025.
Association for Computational Linguistics. ISBN 979-8-89176-256-5. doi: 10.18653/v1/2025.
findings-acl.97. URL https://aclanthology.org/2025.findings-acl.97/.

Keming Lu, Bowen Yu, Chang Zhou, and Jingren Zhou. Large language models are superpositions
of all characters: Attaining arbitrary role-play via self-alignment. In Lun-Wei Ku, Andre Mar-
tins, and Vivek Srikumar (eds.), Proceedings of the 62nd Annual Meeting of the Association for
Computational Linguistics (Volume 1: Long Papers), pp. 7828–7840, Bangkok, Thailand, August
2024. Association for Computational Linguistics. doi: 10.18653/v1/2024.acl-long.423. URL
https://aclanthology.org/2024.acl-long.423/.

11

https://arxiv.org/abs/2403.05530
https://arxiv.org/abs/2507.06261
https://arxiv.org/abs/2507.06261
http://dx.doi.org/10.1145/3703155
https://arxiv.org/abs/2404.02060
https://aclanthology.org/2024.emnlp-industry.66/
https://aclanthology.org/2024.emnlp-industry.66/
https://aclanthology.org/2025.findings-acl.97/
https://aclanthology.org/2024.acl-long.423/


594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647

Under review as a conference paper at ICLR 2026

OpenAI. Introducing gpt-4.1 in the api, 2025. URL https://openai.com/index/
gpt-4-1/.

Jeiyoon Park, Chanjun Park, and Heuiseok Lim. CharacterGPT: A persona reconstruction frame-
work for role-playing agents. In Weizhu Chen, Yi Yang, Mohammad Kachuee, and Xue-Yong
Fu (eds.), Proceedings of the 2025 Conference of the Nations of the Americas Chapter of the
Association for Computational Linguistics: Human Language Technologies (Volume 3: Indus-
try Track), pp. 287–303, Albuquerque, New Mexico, April 2025. Association for Computa-
tional Linguistics. ISBN 979-8-89176-194-0. doi: 10.18653/v1/2025.naacl-industry.24. URL
https://aclanthology.org/2025.naacl-industry.24/.

Qwen, :, An Yang, Baosong Yang, Beichen Zhang, Binyuan Hui, Bo Zheng, Bowen Yu, Chengyuan
Li, Dayiheng Liu, Fei Huang, Haoran Wei, Huan Lin, Jian Yang, Jianhong Tu, Jianwei Zhang,
Jianxin Yang, Jiaxi Yang, Jingren Zhou, Junyang Lin, Kai Dang, Keming Lu, Keqin Bao, Kexin
Yang, Le Yu, Mei Li, Mingfeng Xue, Pei Zhang, Qin Zhu, Rui Men, Runji Lin, Tianhao Li,
Tianyi Tang, Tingyu Xia, Xingzhang Ren, Xuancheng Ren, Yang Fan, Yang Su, Yichang Zhang,
Yu Wan, Yuqiong Liu, Zeyu Cui, Zhenru Zhang, and Zihan Qiu. Qwen2.5 technical report, 2025.
URL https://arxiv.org/abs/2412.15115.

Yisi Sang, Xiangyang Mou, Mo Yu, Dakuo Wang, Jing Li, and Jeffrey Stanton. Mbti personality
prediction for fictional characters using movie scripts. In Conference on Empirical Methods
in Natural Language Processing, 2022. URL https://api.semanticscholar.org/
CorpusID:253018684.

Neelesh Kumar Shukla, Prabhat Prabhakar, Sakthivel Thangaraj, Sandeep Singh, Weiyi Sun,
C Prasanna Venkatesan, and Viji Krishnamurthy. GraphRAG analysis for financial narrative
summarization and a framework for optimizing domain adaptation. In Chung-Chi Chen, An-
tonio Moreno-Sandoval, Jimin Huang, Qianqian Xie, Sophia Ananiadou, and Hsin-Hsi Chen
(eds.), Proceedings of the Joint Workshop of the 9th Financial Technology and Natural Language
Processing (FinNLP), the 6th Financial Narrative Processing (FNP), and the 1st Workshop on
Large Language Models for Finance and Legal (LLMFinLegal), pp. 23–34, Abu Dhabi, UAE,
January 2025. Association for Computational Linguistics. URL https://aclanthology.
org/2025.finnlp-1.2/.

Gemma Team, Aishwarya Kamath, Johan Ferret, Shreya Pathak, Nino Vieillard, Ramona Merhej,
Sarah Perrin, Tatiana Matejovicova, Alexandre Ramé, Morgane Rivière, Louis Rouillard, Thomas
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Klimczak-Plucińska, Harman Singh, Harsh Mehta, Harshal Tushar Lehri, Hussein Hazimeh, Ian
Ballantyne, Idan Szpektor, Ivan Nardini, Jean Pouget-Abadie, Jetha Chan, Joe Stanton, John Wi-
eting, Jonathan Lai, Jordi Orbay, Joseph Fernandez, Josh Newlan, Ju yeong Ji, Jyotinder Singh,
Kat Black, Kathy Yu, Kevin Hui, Kiran Vodrahalli, Klaus Greff, Linhai Qiu, Marcella Valentine,
Marina Coelho, Marvin Ritter, Matt Hoffman, Matthew Watson, Mayank Chaturvedi, Michael
Moynihan, Min Ma, Nabila Babar, Natasha Noy, Nathan Byrd, Nick Roy, Nikola Momchev, Ni-
lay Chauhan, Noveen Sachdeva, Oskar Bunyan, Pankil Botarda, Paul Caron, Paul Kishan Ruben-
stein, Phil Culliton, Philipp Schmid, Pier Giuseppe Sessa, Pingmei Xu, Piotr Stanczyk, Pouya
Tafti, Rakesh Shivanna, Renjie Wu, Renke Pan, Reza Rokni, Rob Willoughby, Rohith Vallu,
Ryan Mullins, Sammy Jerome, Sara Smoot, Sertan Girgin, Shariq Iqbal, Shashir Reddy, Shruti

12

https://openai.com/index/gpt-4-1/
https://openai.com/index/gpt-4-1/
https://aclanthology.org/2025.naacl-industry.24/
https://arxiv.org/abs/2412.15115
https://api.semanticscholar.org/CorpusID:253018684
https://api.semanticscholar.org/CorpusID:253018684
https://aclanthology.org/2025.finnlp-1.2/
https://aclanthology.org/2025.finnlp-1.2/


648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701

Under review as a conference paper at ICLR 2026
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