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Abstract

Training large-scale mixture of experts models efficiently on modern hardware
requires assigning datapoints in a batch to different experts, each with a limited ca-
pacity. Recently proposed assignment procedures lack a probabilistic interpretation
and use biased estimators for training. As an alternative, we propose two unbiased
estimators based on principled stochastic assignment procedures: one that skips
datapoints which exceed expert capacity, and one that samples perfectly balanced
assignments using an extension of the Gumbel-Matching distribution [29]. Both
estimators are unbiased, as they correct for the used sampling procedure. On a
toy experiment, we find the ‘skip’-estimator is more effective than the balanced
sampling one, and both are more robust in solving the task than biased alternatives.

1 Introduction

A mixture of experts (MoE) model can be used to implement conditional computation by processing
different datapoints by different expert modules. This enables increasing the MoE models’ representa-
tional capacity by adding more experts, without increasing the amount of computation per datapoint,
which remains the same as for a single expert. Recently, this idea has been combined with deep
neural networks, where each layer can be a separate MoE model, resulting in large-scale MoE’s that
yield state-of-the-art performance in various tasks [38, 25| (8} 26, [35] 45]. Training an MoE model
involves training a routing network to assign datapoints to experts, and training individual experts to
perform well on the datapoints assigned to them. In practice, for computational efficiency, we train on
minibatches of datapoints, and as each expert has a limited capacity, we either have to skip datapoints
exceeding the capacity of the experts they are assigned to, or balance the assignments of datapoints to
different experts [8}26]. The effect of skipping datapoints or balancing their assignments is typically
not accounted for when training the routing network. Recent work has also challenged this approach
by showing that in some cases better performance can be achieved using a fixed hashing-based routing
strategy [36l], which suggests that there is room for improvement in training the routing network. As a
step towards this goal, we present two principled methods for optimizing MoE’s under limited expert
capacity. Specifically, we propose two sampling procedures and corresponding unbiased estimators
in this paper: a simple one based on skipping datapoints that exceed expert capacity, and a more
advanced one based on balanced datapoint assignment using an extension of the Gumbel-Matching
distribution [29]]. Whereas these sampling procedures ensure that each sample respects the expert
capacity, we also propose to use the Sinkhorn algorithm to balance the assignment in expectation
before sampling, and we connect this procedure to the Gumbel-Matching distribution, which has
such Sinkhorn balancing built-in.

In this paper, we consider a single-layer MoE model, but this can be easily generalized. Formally,
the problem we consider is to predict a label y for a datapoint = using an MoE model consisting
of k individual experts py(y|x, z) indexed by z and selected using the routing network py(z|z). At
test time, we select the most probable expert z* = arg max, py(z|x), while for training we optimize
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a smoothed objective obtained by taking the expectation over the routing decisions. The resulting
objective, ELBO, is a variational lower bound on the marginal log-likelihood:

log pe(ylz, 2°) = E.py(z12) 108 po (Y2, 2)] < 10g By (212) [Po(ylz, 2)] = log pa(ylx). (1)
ELBO

We optimize this objective using minibatches of n datapoints, while respecting the expert capacity by
assigning at most ¢ = 7' datapoints to each expert (for simplicity, we assume no slack capacity). We
evaluate our estimators on a toy experiment, where we find that the simple ‘skip’-estimator is more
effective than the one based on balanced sampling using the Gumbel-Matching distribution. This is a
surprising result, as we designed balanced sampling (with importance weights) as a better alternative
to wastefully skipping data, but it seems that the benefit of using all data is outweighed by the added
variance due to the importance weights. We do however find that both estimators, which are based on
REINFORCE [11} 44], are more robust than the biased alternatives using differentiable gating.

2 Unbiased Estimation using Balanced Assignment

For simplicity, we consider the problem of optimizing a general function f(x, z) using gradient
descent using minibatches of datapoints x = (1, ..., x,,) and expert assignments z = (z1, ..., 2y ).
To simplify notation, we omit the dependence of f(z, z) on y and parameters 6 (this can be added
easily). By combining importance sampling with REINFORCE [11} 44]], we can sample from any
joint proposal distribution ¢(z|x) with marginals ¢(z;|x) to estimate the gradient for a minibatch x:
2 x1
= z~q(z\x) l Z po( ‘ ———>Vlog pg(2i|z;)(f (i, 2) — b)
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Here b is a baseline which can reduce the estimator variance (see Appendix . Taking ¢(z|x) =
[ 1, po(zi|z;) recovers the standard ‘on-policy’ REINFORCE estimator.

2.1 Skipping Datapoints as the Simple Solution

Our ‘skip’-estimator respects expert capacity by sampling expert assignments independently and
randomly subsampling the datapoints assigned to experts for which capacity is exceeded. If we
assume a random order of the datapoints (or shuffle them first), simply skipping the last assign-
ments per expert is equivalent to uniform subsampling. Let z be the vector of expert assignments,
sampled independently from a proposal distribution ¢(z|x) = [], q(zi|z;). Let nj = Yoili—i
be the number of datapoints assigned to expert j (before subsamphng) and ¢ = 7 be the expert
capacity. Let § = (41, ..., d,,) with §; € {0, 1} represent which datapoints are kept after per-expert
subsampling. Correcting for the fact that the probability of datapoint 7 being kept after subsampling

is min{n.,, ¢} /n.,, we obtain (see Appendix [C):
1 " Vo (zi| 2
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n zz: Fl@i, z) min{n.,,c}  q(z|z)
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Here we have omitted the baseline b and used Vpy(z;|x;) = po(z;|x;)V log pe(z;|x;) for brevity.
Note that, while we skip datapoints in the gradient estimate (3), we can still propagate them to
subsequent layers, e.g. by using skip connections or no-token-left-behind routing [8]]. In paricular, we
can also apply (3] to multilayer MoE’s, where we can skip different datapoints in different layers.

szwpe (z]x)

= IEzrvq(z|x) [E6|z

2.2 Balanced Assignment using Gumbel-Matching

As an alternative to skipping, we use the n x k& Gumbel-Matching distribution, a strict generalization
of the (n x n) Gumbel-Matching distribution [29], to sample perfectly balanced assignments. We
derive it by using the Gumbel-Max trick [28,|14] to view sampling of independent expert assignments
as an optimization problem, and adding constraints to this problem to respect the expert capacity. Let
zij = 1y,,=;) be the one-hot representation of z;, a;; the unnormalized log-probability (logit) of
assigning datapoint ¢ to expert j, and g;; ~ Gumbel(0) i.i.d. standard Gumbel variables. Then z has



the Gumbel-Matching distribution if it is the solution to the following optimization problem:
max Y zijlai/T+gi5) St Yz =1Vi, Y z; <V, oz, €{0,1} Vi, j, (4
j i

ij

where 7 is a temperature parameter and ¢ = 7 is the expert capacity. If we remove the bal-
ancing/capacity constraint ), z;; < ¢, the solution decomposes over i and is given by z; =
argmax;(a;; /T + g;;) which is equivalent to z; ~ Categorical(exp(a;;/7)/ >, exp(a;;/T)) as
a result of the Gumbel-Max trick. Thus, adding the constraint can be seen as a natural way of
enforcing a balanced assignment to the otherwise independent sampling procedure. Generalizing
the result from [29], the n x k Gumbel-Matching approximates the Gibbs distribution over n x k
assignments z with potentials given by 3. 2ija;; and temperature 7 (see Appendix :

1
p(z) o exp <T > Zijaij) - (5)

For 7 — 0 we obtain the deterministic assignment used in BASE layers [26]]. We propose to solve
the n x k assignment problem using a special cycle cancelling algorithm [20]] (see Appendix |D.2)),
which for k < n is more efficient than O(n?) assignment using the Hungarian Algorithm [23].

The marginals gg(z;|x) of the Gumbel-Matching distribution are intractable [29]], but we can compute
the conditionals qp(z;|x, G_;), conditioned on the noise G_; = (g1, ..., 8i—1,&i+1, .-, &n) of the
other datapoints. These can be computed efficiently (see Appendix [D.4) and used as a stochastic
approximations to the marginals, which still yield unbiased gradients when used in (2)). Formally,
let z = GM(log p(+|x), G) be the solution for the Gumbel-Matching problem with noise G. We can
then use the following estimator (see Appendix [D.3):

VEzpo(z]x) [n Z f(zi,2)| =Eg | = Z ﬁf@i’ %)

n qo(zi|x, G_;)

2=GM(log p(»x),G)] . (6)

2.3 Bonus: Balancing Expectations using the Sinkhorn Algorithm

As an alternative to generating balanced samples, we can balance the
distribution in expectation by using a generalization of the Sinkhorn ¢, ¢ tation Sample
algorithm [39] 40l 21] to non-square matrices, which iteratively =
normalizes the columns and rows of the probability matrix p;; =

O
po(2z:i = jlz;) to sum to # and 1 respectively, until convergence. We s M n
may then use this Sinkhorn-normalized distribution as the proposal ;‘; ]
q(z|x) in @) and (3), which yields more (but not perfectly) balanced 5 M -

samples. The Gumbel-Matching distribution is invariant to this ]
normalization as it does not change the solution to (@). See Figure 1o e
[[Ifor an overview.

l Sinkhorn

The Sinkhorn algorithm is a direct extension of the softmax function,
which solves a soft (entropy-regularized) version of the assignment
problem [6, 130, 29]]. As a result, it can be seen as approximating
the marginals for the Gibbs distribution (3)) [10, 29] (for » = k, but

Gumbel-
Matching

this can be generalized to k¥ < n). Empirically, we find that the [ [}
Sinkhorn algorithm (as a ‘soft’ matching algorithm) also closely %75 20,70 o
approximates the marginals of the Gumbel-Matching distribution Figure 1: Overview of the
(itself an approximation of (3)), at least for n > 4. As such, we methods that generate bal-
propose to heuristically use it with (Z) as an alternative to (6). anced and unbalanced samples
and expectations.

Balanced
|

The Sinkhorn algorithm yields a balanced row-stochastic matrix
with probabilities/expectations p;;, that can be seen as a balanced
approximation of the unbalanced probabilities p;;. Given such a
balanced matrix, there exist many distributions over balanced assignments that have the (per datapoint)
marginals equal to p;;, which follows from generalizing the Birkhoff theorem [4} 43]. When using
such a distribution with stochastic gradient descent, we would like to minimize the dependence
between samples for different datapoints, to reduce the variance of the gradient estimates. This can
be achieved by maximizing the entropy of the joint distribution over expert assignments with the
given marginals p;;. In Appendix we show that this maximum-entropy distribution has the form
(3), again motivating the Gumbel-Matching distribution as a principled approximation.
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(a) Toy dataset (b) Results using REINFORCE (c) Results using gating

Figure 2: Toy experiment data and results using REINFORCE (without balance loss) and training
using gating (with balance loss weight 0.01). We report final mean squared error (MSE) when training
with different temperatures/noise scales. The black dashed line indicates the success threshold 0.02.

3 Experiment

We evaluate the proposed estimators on a toy task of modelling a discontinuous function
y = ly<05(0.8z — 0.2) + 1,505(—2.0x + 2.0). We sample a dataset of 100 datapoints
x ~ Uniform(—1,1) and add noise ¢ ~ Normal(0,0.1%), see Figure We model this dataset
using a mixture of two linear experts and a Bernoulli router distribution with probability given by the
sigmoid of a linear function. This model is able to solve the task perfectly, but the training methods
need to take into account the fact that the solution involves an imbalanced partitioning of the dataset
between the experts. We train the model to minimize the mean squared error (MSE) under sampling
of the experts, which corresponds to the objective (1)) where pg(y|z, z) is Gaussian with a fixed
variance. We consider the task solved successfully if the MSE < 0.02 after 10K steps of training
using Adam [18] with the learning rate of 0.1 (found to work best overall using a grid search).

We compare the following sampling strategies combined with REINFORCE: Sample Skip IW is the
skipping estimator with the importance-weighting correction (Equation (3)), whereas Sample Skip
is the biased alternative that simply averages the gradient over the remaining datapoints. Gumbel-
Matching IW uses the conditional distributions for the importance weights (Equation (6)), whereas
Gumbel-Matching SH is the (biased) version that uses the ‘Sinkhorn marginals’ (see Section [2.3)
with Equation (2, and Gumbel-Matching is the biased estimator that does not correct for balancing
using importance weights. Lastly, to quantify the reduction in performance due to the expert capacity
constraints, we also include the results for Sample, the ideal baseline that does not respect expert
capacity. We run each experiment with 10 seeds, for a range of sampling temperatures 7, taking
into account their effect on the proposal distribution in the importance weights for all estimators. To
reduce variance, we include an exponential moving average baseline [41] with decay 0.99.

Figure [2b|plots the final training MSE for different temperatures 7 of the sampling (proposal) distri-
bution, where we observe that Sample Skip IW is the only estimator that matches the imbalanced
(unconstrained) Sample estimator, both solving the task for 7 > 1. The skipping estimator thus pro-
vides a simple and effective way to deal with limited expert capacity, but it is important to upweight
the remaining samples for experts which have skipped datapoints, as Sample Skip, which does
not use this weighting, does not achieve the same performance. Confounding our expectation, the
Gumbel-Matching based estimators turned out to be less effective, because of the increased variance
due to the importance weights. Investigating the issue, we found that a datapoint x can have high
probability py(z|x) for an expert z according to the router, but a low probability under the proposal
q(z|z) of actually being assigned to the expert z, due to the balancing constraint. While the latter
probability is small, occasionally the datapoint will get assigned to z, resulting in a large importance

weight ’; 9((;“;)) . This effect can be mitigated by increasing the temperature of the proposal distribution,
making it more uniform and avoiding large importance weights, which explains the good results for
large 7 values for all estimators except Gumbel-Matching. We also experiment with all estimators

with Sinkhorn balancing (Section[2.3)) before sampling, which only works for high temperatures (see
Appendix [E).




3.1 Biased training using differentiable gating

Large scale MoE’s used in practice [38, 25, [8, 126} 135, 145]] do not use REINFORCE, but instead
multiply the output of an expert by the router probability py(z|x), which we refer to as differentiable
gating. This way, the router becomes more coupled with the experts and gets a gradient signal
directly from the objective. Different strategies for injecting noise to encourage exploration have been
proposed, e.g. perturbing router inputs or (log-)probabilities with multiplicative or additive (Gaussian)
noise 38, 18]. Empirically, we find that we get similar results by perturbing log-probabilities with
(scaled) Gumbel noise, which, since argmax;(a;; + 7 - g;;) = argmax;(a;;/T + ¢i;), has the
advantage of being interpretable as sampling from a categorical distribution with the temperature 7
(see Section[2.2). We find training using differentiable gating succeeds only if we additionally include
a load balancing loss [8]] with a weight of 0.01 or 0.03, and use balanced sampling with importance
weights in a low temperature regime, as can be seen in Figure[2c] With differentiable gating, we may
wonder if we need importance weights at all, since existing methods do not use importance weights
to correct for the sampling temperature (noise scale) 7. In Appendix [E| we show however, that with
differentiable gating, we fail to train the model when not using importance weights.

4 Discussion

In this paper we proposed several new estimators for training MoE models with a limited computa-
tional capacity per expert. We expected balanced sampling with importance weighting to correct for
assignment of datapoints to low-probability experts to perform at least as well as skipping, which
effectively uses a weight of 0 for the skipped datapoints. We found this not to be the case in practice,
with the added variance from importance weights eliminating the benefit from the increased expert
capacity utilization due to balanced sampling. Fortunately, the skipping estimator turned out to be
a simple and effective alternative. We hope this work will be useful for training MoE models in
practice.
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A Related work

Mixtures of experts [[7,138]] have a long history as a method for conditional computation [3} 2} [12]
where different experts are used for different datapoints. Typically, the router or gating network that
assigns datapoints to experts is learned jointly with the experts themselves. Mixtures of experts and
the more general routing or modular networks |37, 19, 34], sometimes treat expert assignments as
latent variables and use EM or variational methods [[19] for training them. The benefit of optimizing
a single-sample bound (ELBO) rather than marginal likelihood, is that in additional to being more
tractable, it can help to avoid stochasticity [33]] in datapoint assignments to experts.

Whereas the conditional distribution over experts given a datapoint should ideally have low entropy,
the marginal distribution over experts should be balanced for efficient training and use of model
capacity. In some cases this is explicitly encouraged by using a load balancing loss [2} [8]. Other
methods algorithmically balance the assignment [[26] or use a fixed distribution [36]. Many recent
large scale MoE models use heuristics to train the router module (see Section[3.1]) but have yielded
state-of-the-art performance in different domains [38 25, |8 [26] 135, 145]].

Sampling and optimization of balanced assignments is closely related to the sampling and optimization
of permutations (n x n assignments) [24} |1}, 127,130, 29, 13} 32]], which relate to estimation of the
matrix permanent [16} 17, 22]. In a different setting, the problem can also be seen as random fair
assignment [5]], with the difference being that in random fair assignment one typically is not concerned
about dependence between the individual assignments.

B Derivation of (off-policy) REINFORCE

First, we derive (off-policy) REINFORCE for a single datapoint x:
= Z Vpo(z|z) f (2, 2)
Vp
= S atel) Ypolel) g, )

)

=E.g(aiz) {Wﬂx’ Z)}
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Now consider a minibatch x = (1, ..., z,) and let py(z|x) = [ ], po(zi|z;) be the distribution that
samples expert assignments independently. Let g(z;|x) = > . . q(z[x) be the marginal of any joint

proposal distribution ¢(z|x), which we can use to estimate the minibatch gradient:

1
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Since VE. ., (:|z)[b] = 0, we can subtract any constant baseline b from f(z,y), resulting in ().



C Unbiasedness of the skipping estimator

First, consider a function h(x;, z;). Let z;; = 1;.,—;y be the one-hot representation of z; and let
hij = h(xi, 2;)|2,—=j. Let nj = ), z;; be the number of datapoints assigned to expert j (before
subsampling). Now let ¢; € {0, 1} represent which datapoints are kept after we, for each expert 7,
uniformly subsample min{n;, c} datapoints, where c = 7 is the expert capacity. If z;; = 1 (before

subsampling), then the probability that datapoint ¢ remains after subsampling is M

have E,;*‘z [61]
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ow substituting h(x;, z;) = ~L22UT (3. 2) and combining with Equation (2)) results in (3).
Now substituting h Toolzile) d comb hE I

=E

z~po(zlx) | Eo|z

D The Gumbel-Matching distribution

D.1 Approximation to the Gibbs distribution

Here we essentially reproduce the argument from [29]] for the n x k Gumbel-Matching distribution.
By sampling i.i.d. Gumbel noise g, for every assignment z, we can sample from (3)) by maximizing

1
(T > Zij%‘) + 92

subject to the constraints given by @). Comparing this to the objective for the Gumbel-Matching

problem (@):
1
Z zij(aii /T + gi5) = (T > i) Zijaij> + Z %ijJij
ij ij

we observe how the Gumbel-Matching distribution approximates (3)) through the use of rank-one
perturbations [31} 115 42] Z - 2;79:5 instead of g,.

D.2  Solving n x k matching using cycle cancelling with Floyd-Warshall

The n x k assignment problem can be modelled as a minimum cost flow problem which can be
solved using cycle cancelling [20] as follows:

e Find an initial (heuristic) feasible assignment z. We use the auction algorithm used in [26]]
with € = 1.0 such that it finds a good (but suboptimal) solution quickly.

e For every combination of experts j, j/, find the lowest cost d;; to move a datapoint from
expert j to j'. Let s;; = a;;/T + g;; be the score for assigning datapoint 7 to 7, such that
moving datapoint ¢ from j to j” we lose s;; but gain s;;/, incurring a net ‘cost’ of s;; — s;;7.
Therefore, the minimum cost to move any of the currently assigned datapoints from 5 to ;'
is djj’ = mini;zijzl Sij — Sijl.

e Use the Floyd-Warshall algorithnﬂ [9] to find all indirect shortest paths in the fully connected
graph with k nodes (one per expert) and distance from j to j’ given by d;;/. Stop as soon as
a negative cycle is found (distance from j to j smaller than 0).

>We use the parallel version: https://en.wikipedia.org/wiki/Parallel_all-pairs_shortest_
path_algorithm#Floyd_algorithm which runs in O(k®) and k sequential steps.


https://en.wikipedia.org/wiki/Parallel_all-pairs_shortest_path_algorithm#Floyd_algorithm
https://en.wikipedia.org/wiki/Parallel_all-pairs_shortest_path_algorithm#Floyd_algorithm

o If no negative cycle exists, the assignment is optimal, stop.

e For each edge (7, j') in the negative cycleE] move the datapoint ¢ that minimizes s;; — s;;/
from j to j'. This will improve the assignment by incurring a negative total cost.

e Repeat until no negative cycle exists.

Depending on the initial assignment, only a small number of O(k?) improvements is needed and we
find in practice for k < n this algorithm is much faster than the O(n?®) Hungarian [23]] algorithm.

D.3 Computing conditionally optimal assignments

If the assignment is optimal, we denote the entries of the all-pairs shortest path matrix resulting
from the Floyd-Warshall algorithm by d7,, (see Appendix . We can use this to efficiently obtain
conditionally optimal assignments, condjitioning on z;; = 1 for all 4, j, as follows. If we condition
on z;; = 1, we may move datapoint 7 from the globally optimal assignment j* to a suboptimal
assignment j, incurring a cost s;;= — 8;;, and move another datapoint from j to j* for a cost of
dj;«, indirectly via the path found by the Floyd-Warshall algorithm. As such, the total cost of
enforcing z;; = 11is s;;« — s;5 + dj;.. We denote the value of the globally optimal assignment by v*.
Subtracting the cost for enforcing z;; = 1, we find that the value v‘*Zm _, of the conditionally optimal

assignment is given by

Ve =07 — (8ij+ — 835 + djj*) =0 Sijx + Sij — djju- 7

D.4 Computation of the conditionals

The dependence of the Gumbel-Matching distribution on x is only through the logits A = (a;;),
which allows us to slightly simplify notation in the rest of this section. Let v* (A, G) be the value
of the optimal assignment for the Gumbel-Matching problem with logits A = (a;;) and noise
G = (gi;), and let ”\*z,-jzl(A’ G) be the value of the conditionally optimal assignment with the
additional constraint that z;; = 1 (see Appendix . Assuming a capacity ¢ = 7, then given
that z;; = 1, the problem reduces to assigning the remaining n — 1 datapoints to the remaining
(k—=1)- %+ (% —1) =n—1"slots’ (3 for experts j" # j and % — 1 for expert j). As this reduced
problem does not depend on datapoint ¢, we denote with A _; and G_; the logits and Gumbels with
row 7 removed and we let v*;,(A_;, G_;) be the value of the optimal assignment of the reduced
problem. From the principle of optimality it follows that

U|*Zij:1(A’ G) = v*—ij(A—iv G—z) -+ alvj/'r -+ gij~ (8)

‘We can use this to compute the desired conditionals. In a slight abuse of notatiotﬂ we write
q(2ij|A, G_;)
=P(zi; = 1|A,G_;)

=P (vF‘Zij_l(A, G)>m

*
/aXU‘Zi i’
J'#J J

(A, G) ‘A7 Gi>

=P (U*ij(Ai, G_;) +ai; /T + gij > I_I,li)_( v (A, Gi) + aijr /T + gijr
3

A, GZ)

. exp(viij(A_i,G_i) +aij/7')
S exp(v,, (A5, G 1) + iy /7)
exp (Urzijzl(A7 G) - gij)
= 9
Zj/ exp (Urzij,zl(Av G) - gij’)
where we have used the Gumbel-max trick. Although g;; appears in (9), ¢(z;;|A, G_;) does not

depend on g; as this value cancels against g;; in (§). The values UI*Z/L_:I(A7 G) can be computed
efficiently using Equation (7)) with the method described in Appendix

3Can be reconstructed by using Floyd-Warshall with path reconstruction: https://en.wikipedia.org/
wiki/Floyd-Warshall_algorithm#Pseudocode_[11].
*q(2:5) corresponds to g(z;) where z; = j but assumes a one-hot representation.
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D.5 Unbiased of the Gumbel-Matching estimator

Let z = GM(log p(-|x), G) be the solution for the Gumbel-Matching problem with noise G. The
idea behind the Gumbel-Matching estimator is that we can derive an unbiased estimate of the gradient
for each datapoint as follows. First sample the Gumbel noise G_; for all datapoints except 4, and
compute the conditional distribution gy (z;|x, G_;) (see Appendix [D.4|where A = log p(-|x) is the
matrix with log-probabilities and z;; = 1 < z; = j). We can then use this conditional distribution
over z; as a proposal distribution in (2)), which we can then reparameterize in terms of the Gumbel
noise g; for the ¢-th datapoint. Finally, we can use this estimator for all datapoints 7, where we may
reuse the same Gumbel noise and use their average as the estimate:

VE z~po (z|x) [ Zf xl7ZZ]

:E ZEZLNPQ(ZZIIZ) [v logpg(zv|x7)f(:1:1, Z’L)}
qG(Zi‘Xszz

1 Zi|Tq
n ZEG—i |:]EZiN(J9(Zix,Gi) [MVInge(Zim)f(xi,Zi)”

1 P0(2i|$i)
== E Eg . |Ep | —————VI1 T4 i Zi
n i G_; |: i {qa(zﬂx, G_l)v ngé‘(z |.’£ )f(l’ Z)

21:=GM(10gp('X),G)i”

— 1 Vo (zi|z;) N
e l” Zl: mf(x“ 2)

z=GM(log p(- x),G)] .

D.6 Maximum-entropy distribution over balanced assignments

For simplicity, we assume n = k, but this can be easily generalized. Assume that we have a balanced
(square) matrix (see Section P = (p;;) with probabilities p;; > O such that >, p;; = > iPij =
1, i.e. the matrix P is doubly stochastic. The Birkhoff decomposition [4} |43] decomposes such a
matrix as a convex combination over permutation matrices Z. = (z;;), for which z;; € {0,1} and
>_i%ij = >_; zij = L. Such permutation matrices represent n X n matchings z in one-hot encoding
(i.e. 25 = 1 < z; = j), which is why we will use z to denote them. A Birkhoff decomposition
az >0, a, =1 thus represents a joint probability distribution over matchings z (represented as
permutation matrices) with marginal distributions (per datapoint) given by P

= Zazzij Vl,j (10)

Many such decompositions/distributions exist and can be found using the Birkhoff algorithm[4], but
these will yield sparse o, and thus have low entropy and high dependence between the marginal
distributions for different <. We aim to minimize this dependence between the marginal distributions,
which is achieved by maximizing the entropy — " «a;log a, subject to the constraint (I0) and
>, ¢z = 1, which has the Lagrangian:

Lla,n, A Zazlogaz— (1—Zaz> _Z)‘ij (pij—Zozzzij> .
z 7 z

This has first order conditions

0
5‘az£(a7>\) = —logay, — 1+77+Z)‘ijzij -0 Vz

j

4 ﬁ(a A) = Pij — Zazzij =0 Vl,]

6/\@'

0
gyt (@) _1—Zaz_o
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If we let u;; = exp();;) and w = exp(n — 1), and convert from the ‘one-hot’ representation z;; to
the ‘indexing’ representation z; (i.e. Zij Xijzij = Zi Ai,z;), we find the solution

2z = eXp _1+77+Z)‘UZU =exp(n—1) Hexp iz :wHui,zi
i

ij

Dij —ZOZZZW = Z Qy =W z Hul 2 = Wlgj Z Hul 2y = wugj - Perm(U_j5)

z:2;=j z:2;=3 z:2;=3 i/ #1i
1= Zaz = Z Z ay = Zwulj Perm(U_;;) = w - Perm(U).
| Zizi=]

Here Perm(U) is the permanent of the matrix U = (u;;), and U_;; is the matrix U with rows ¢ and j
removed. Since w = 1/Perm(U) we find

_ uiyPerm(U_y) Loy P - Perm(U)
Pig = Perm(U) Y Perm(U-_;)

which can, in theory, be solved using a (very expensive) fixed point iteration scheme. Empirically

we found that the solution takes the form u;; ~ p% j/ " for some 7, such that the probability of an
assignment z is given by

H ” H pl/T 1/7 1
— i = i Y1,z ~ 1,2 - _ 1 | e
Qg wlZIu yZ4 Perm(U) Perm 1/‘1’ (Hp 1) exp <7_ 21: ogp , z)

1D
Here P(1/7) is the Hadamard power, which raises the entries p; ; to the power 1/7 element-wise. By
generalizing permanents (sums over permutations) to non-square matrices as sums over balanced
assignment matrices, the same result can be derived for n # k. Using a,;; = log p;; and converting to
‘one-hot” representation z;;, we find that (TT)) is equal to (§).
If we do not use the approximation u;; ~ pi j/ 7, then it still holds that the maximum entropy
distribution has the form @ but we should let 7 = 1 and a;; = log u;;, so in this case a;; # log p;;
are not the marginal log-probabilities we aim to sample from.
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Figure 3: Results using REINFORCE (with no balance loss) and differentiable gating (with 0.01
balance loss weight) loss functions; both also shown in a version that applies Sinkhorn normalization
before sampling, as well as a (biased) version that does not apply importance weights.

E Experiment

Figure @presents results for both REINFORCE (top) and differentiable gating (bottom) both with
(middle) and without (left) the Sinkhorn normalization before sampling. When using Sinkhorn
normalization before sampling, we take it into account when computing the importance weights.
With REINFORCE, not using Sinkhorn normalization works better, as using Sinkhorn normalization
requires a high sampling temperature to work well, i.e. close to uniform proposal samples.

With differentiable gating (and load balancing loss with weight 0.01), we observe the opposite: the
results are better wirh Sinkhorn normalization than without Sinkhorn normalization (Section [3:1),
but, contrasting REINFORCE, require a very low sampling temperature to succeed, so close to
deterministic training.

Existing methods often do not use importance weights to take into account the noise scale or
temperature [38, 18], so we experiment with this as well by completely dropping importance weights
for all estimators (right column in Figure [3). We find this only works for REINFORCE, when
sampling with a low temperature but not when we use the Gumbel-Matching estimators.

In all cases, we found REINFORCE succeeds both with and without a load balancing loss, whereas
differentiable gating requires a load balancing loss with a weight of 0.01 to succeed at all. If the load
balance loss is too high (0.1) all methods fail to model the unbalanced data.
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