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Abstract

Recent neural news recommenders (NNRs)001
extend content-based recommendation (1) by002
aligning additional aspects (e.g., topic, senti-003
ment) between candidate news and user history004
or (2) by diversifying recommendations w.r.t.005
these aspects. This customization is achieved006
by “hardcoding“ additional constraints into the007
NNR’s architecture and/or training objectives:008
any change in the desired recommendation be-009
havior thus requires retraining the model with010
a modified objective. This impedes widespread011
adoption of multi-aspect news recommenders.012
In this work, we introduce MANNeR, a mod-013
ular framework for multi-aspect neural news014
recommendation that supports on-the-fly cus-015
tomization over individual aspects at inference016
time. With metric-based learning as its back-017
bone, MANNeR learns aspect-specialized news018
encoders and then flexibly and linearly com-019
bines the resulting aspect-specific similarity020
scores into different ranking functions, allevi-021
ating the need for ranking function-specific re-022
training of the model. Extensive experimental023
results show that MANNeR consistently outper-024
forms state-of-the-art NNRs on both standard025
content-based recommendation and single- and026
multi-aspect customization. Lastly, we validate027
that MANNeR’s aspect-customization module028
is robust to language and domain transfer.029

1 Introduction030

Neural content-based recommenders, trained to in-031

fer users’ preferences from their click history, rep-032

resent the state of the art in news recommendation033

(Li and Wang, 2019; Wu et al., 2023). While pre-034

viously consumed content clearly indicates users’035

preferences, aspects (i.e., news features) other than036

content alone, i.e, category (e.g., sports), contribute037

to their news consumption decisions. Accordingly,038

some neural news recommenders (NNRs) leverage039

information on these aspects in addition to text con-040

tent, be it (i) directly as model input (Wu et al.,041

2019a; Liu et al., 2020) or (ii) indirectly, as auxil- 042

iary training tasks (Wu et al., 2019c, 2020a). 043

Increased personalization is often at odds with 044

diversity (Pariser, 2011). NNRs optimized to max- 045

imize congruity to users’ preferences tend to pro- 046

duce suggestions highly similar in content to previ- 047

ously consumed news (Liu et al., 2021; Wu et al., 048

2020a; Sertkan and Neidhardt, 2023). Another 049

strand of work thus focuses on increasing diver- 050

sity of recommendations w.r.t. aspects other than 051

content (e.g., sentiment). To this effect, prior work 052

either (i) re-ranks content-based recommendations 053

to decrease the aspectual similarity between them 054

(Rao et al., 2013; Gharahighehi and Vens, 2023), or 055

(ii) trains the NNR model by combining a content- 056

based personalization objective with an aspect- 057

based diversification objective (Wu et al., 2020a, 058

2022b; Shi et al., 2022; Choi et al., 2022). 059

Different users assign different importance to 060

various news aspects (e.g., following developing 061

events requires maximization of content-based 062

overlap with the user’s recent history; in another 063

use-case, a user may prefer content-wise diversi- 064

fication of recommendations, but within the same 065

topic of interest). Moreover, with personalization 066

and diversification as mutually conflicting goals, 067

users should be able to seamlessly define their own 068

optimal trade-offs between the two. The existing 069

body of work is ill-equipped for such multi-aspect 070

customization, because each set of preferences – 071

i.e., to personalize or diversify for each aspect – 072

requires a different NNR model to be trained from 073

scratch. Put differently, forcing global assumptions 074

on personalization and diversification preferences 075

(i.e., same for all users) into the model design and 076

training prevents customization at inference time. 077

Contributions. We propose a modular framework 078

for Multi-Aspect Neural News Recommendation 079

(MANNeR) to address this limitation. It leverages 080

metric-based contrastive learning to induce a dedi- 081
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cated news encoder for each aspect, starting from082

a pretrained language model (PLM). This way, we083

obtain linearly-combinable aspect-specific similar-084

ity scores for pairs of news, allowing us to define085

ad-hoc at inference a custom ranking function for086

each user, reflecting their preferences across all087

aspects. MANNeR’s modular design allows cus-088

tomization for any recommendation objective spec-089

ified over (i) standard (i.e., content-based) person-090

alization, (ii) aspect-based diversification, and (iii)091

aspect-based personalization. It also makes MAN-092

NeR easily extendable: to support personalization093

and diversification over a new aspect (e.g., news094

outlet), one only needs to train the aspect-specific095

news encoder for that aspect. Through extensive096

experiments on two established benchmarks, with097

topical categories and sentiment as the additional098

aspects next to content itself, we find that MAN-099

NeR outperforms state-of-the-art NNRs on stan-100

dard content-based recommendation. Thanks to its101

module-specific outputs being linearly composable102

between objectives, we show – without training103

numerous models with different objectives – that104

depending on the recommendation goals, one can105

either (i) vastly increase aspect diversity (e.g., over106

topics and sentiment) of recommendations or (ii)107

improve aspect-based personalization, while retain-108

ing much of the content-based personalization per-109

formance. Finally, we demonstrate that MANNeR110

with a multilingual PLM is robust to the (cross-111

lingual) transfer of aspect-based encoders.112

2 Related Work113

Personalized NNR. Neural content-based mod-114

els have become the main vehicle of personalized115

news recommendation, replacing traditional rec-116

ommenders relying on manual feature engineer-117

ing (Wu et al., 2023). Most NNRs consist of a118

dedicated (i) news encoder (NE) and (ii) user en-119

coder (UE) (Wu et al., 2023). The NE transforms120

input features into news embeddings (Wu et al.,121

2023, 2019d,b), whereas UEs create user-level rep-122

resentations by aggregating and contextualizing123

the embeddings of clicked news from the user’s124

history (Okura et al., 2017; An et al., 2019; Wu125

et al., 2022c). The candidate’s recommendation126

score is computed by comparing its embedding127

against the user embedding (Wang et al., 2018;128

Wu et al., 2019a). NNRs are primarily trained via129

point-wise classification objectives with negative130

sampling (Huang et al., 2013; Wu et al., 2021). Ex-131

ploiting users’ past behavior as NNR supervision 132

leads to recommendations that are content-wise 133

closest to previously consumed news, in contrast to 134

methods based on non-personalized criteria (Son 135

et al., 2013; Chen et al., 2017; Ludmann, 2017). 136

More recent NNRs seek to augment content-based 137

personalization by considering other aspects, such 138

as categories, sentiment, emotions (Sertkan and 139

Neidhardt, 2022), entities (Iana et al., 2024), out- 140

lets, or recency (Wu et al., 2023). These are incor- 141

porated in the NNR either as additional input to 142

the NE (Wang et al., 2018; Gao et al., 2018; Wu 143

et al., 2019a; Liu et al., 2020; Sheu and Li, 2020; 144

Lu et al., 2020; Qi et al., 2021a; Xun et al., 2021), 145

or in the form of an auxiliary training objective for 146

the NE (Wu et al., 2019c, 2020a; Qi et al., 2021b). 147

Diversification. Personalized NNR reduces ex- 148

posure to news dissimilar from those consumed 149

in the past. Recommending “more of the same“ 150

constrains access to diverse viewpoints and infor- 151

mation (Freedman and Sears, 1965; Heitz et al., 152

2022) and leads to homogeneous news diets and 153

“filter bubbles” (Pariser, 2011), in turn reinforcing 154

users’ initial stances (Li and Wang, 2019). Con- 155

sequently, a significant body of work attempts to 156

diversify recommendations, either by re-ranking 157

them to increase some measure of diversity (e.g. 158

intra-list distance (Zhang and Hurley, 2008)) or by 159

resorting to multi-task training (Gabriel De Souza 160

et al., 2019; Wu et al., 2020a; Shi et al., 2022; 161

Wu et al., 2022b; Choi et al., 2022; Raza, 2023), 162

coupling the primary content-based personaliza- 163

tion objective with auxiliary objectives that force 164

aspect-based diversification. 165

Current NNR Limitations. Critically, existing ap- 166

proaches, by “hardcoding” aspectual requirements 167

(i.e., personalization or diversification for an as- 168

pect) into the NNR’s architecture and/or training 169

objectives, cannot be easily adjusted for varying 170

recommendation goals. Since even minor changes 171

in the recommendation objective require retrain- 172

ing the NNR, current models are generally limited 173

to fixed single-aspect recommendation scenarios 174

(e.g., content-based personalization with topical 175

diversification), and ill-equipped for multi-aspect 176

customization. In this work, we rethink personal- 177

ized news recommendation and propose a novel, 178

modular multi-aspect recommendation framework 179

that allows for ad-hoc creation of recommenda- 180

tion functions over aspects at inference time. This 181

enables fundamentally different recommendation: 182
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one that lets each user define their own custom183

recommendation function, choosing the amount of184

personalization or diversification for each aspect.185

3 Methodology186

Personalized news recommendation produces for187

each candidate news nc and user u with correspond-188

ing click history H={nu
1 , n

u
2 , ..., n

u
N}, a relevance189

score s(nc, u) that quantifies the candidate’s rele-190

vance for the user. We define an aspect Ap as a cat-191

egorical variable that encodes a news attribute (e.g.192

its category), where each news ni can belong only193

to one value of Ap (e.g. if Ap is the topic, then ni194

may take exactly one value from {politics, sports,195

...}). As discussed in §2, aspects are additional196

dimensions next to content over which to tailor rec-197

ommendations, whether by (i) personalizing or (ii)198

diversifying over them. In line with earlier work,199

we define aspect-based personalization as the level200

of homogeneity between a user’s recommendations201

and clicked news w.r.t. the distribution of aspect202

Ap. In contrast, we define aspect-based diversity as203

the level of uniformity of aspect Ap’s distribution204

among the news in the recommendation list.205

We next introduce our proposed modular frame-206

work MANNeR, illustrated in Fig. 1. Starting from207

a PLM, during (1) training, we reshape the PLM’s208

representation space via contrastive learning, in-209

dependently for each aspect; this results in one210

specialized NE for each aspect; at (2) inference,211

we can, depending on the recommendation task,212

aggregate the resulting aspect-specific similarity213

scores to produce a final ranking function.214

3.1 News Encoder215

We adopt a dual-component architecture for the216

NE coupling (i) a text and (ii) an entity encoder217

(Qi et al., 2021b,c). The former, a PLM, trans-218

forms the text input (i.e., concatenation of news ti-219

tle and abstract) into a text-based news embedding220

nt, given by the PLM’s output [CLS] token rep-221

resentation. The latter learns an entity-level news222

embedding ne by contextualizing pretrained em-223

beddings of named entities (i.e., extracted from title224

and abstract) in a layer that combines multi-head225

self-attention (Vaswani et al., 2017) and additive226

attention (Bahdanau et al., 2014). The final news227

embedding n is the concatenation of nt and ne.228

3.2 Modular Training229

MANNeR comprises two module types, each with230

a dedicated NE, responsible for content-based231

(CR-Module) and aspect-based (A-Module) rec- 232

ommendation relevance, respectively. We train 233

both by minimizing the supervised contrastive loss 234

(SCL, Eq. 1) which aims to reshape the NE’s 235

representation space so that embeddings of same- 236

class instances become mutually closer (cf. a dis- 237

tance/similarity metric) than instances of different 238

classes (Khosla et al., 2020; Gunel et al., 2020). To 239

this end, we contrast the similarity score of a posi- 240

tive example (pair of same-class instances) against 241

scores of corresponding negative examples (paired 242

instances from different classes): 243

L=−
N∑
i=1

1

Nyi − 1

∑
j∈[1,N ]

i ̸=j,yi=yj

log
e(ni·nj/τ)∑

k∈[1,N ]
i ̸=k

e(ni·nk/τ)
(1) 244

with yi as news ni’s label, N the batch size, Nyi the 245

number of batch instances with label yi, and τ > 246

0 the temperature hyperparameter controlling the 247

extent of class separation. We use the dot product 248

as the similarity metric for both module types. 249

CR-Module. Our CR-Module is a modification 250

of the common content-based NNR architecture 251

(Wu et al., 2023). Concretely, we encode both 252

candidate and clicked news with a dedicated NE. 253

However, following Iana et al. (2023b), we replace 254

the widely used UEs (i.e., early fusion of clicked 255

news representations) with the simpler (and non- 256

parameterized) mean-pooling of dot-product scores 257

between the candidate embedding nc and clicked 258

news embeddings nu
i : s(nc, u)= 1

N

∑N
i=1 n

c ·nu
i 259

(i.e., late-fusion). We thus reduce the computa- 260

tional complexity of the standard approaches with 261

elaborate parameterized UEs. We then update 262

CR-Module’s encoder (i.e., fine-tune the PLM) by 263

minimizing SCL, with clicked candidates as posi- 264

tive and non-clicked news as negative examples for 265

the user. As there are many more non-clicked news, 266

we resort to negative sampling (Wu et al., 2022a). 267

A-Module. Each A-Module trains a specialized 268

NE for one aspect other than content. Via the 269

metric-based objective, we reshape the PLM’s rep- 270

resentation space to group news according to aspect 271

classes. Given a multi-class aspect, we first con- 272

struct the training set from the union of all news in 273

the dataset. Sets of news with the same aspect label 274

form the positive samples for SCL; we obtain the 275

corresponding negatives by pairing the same news 276

from positive pairs with news from other aspect 277

classes (e.g., for topical category as Ap, a news 278

from sports is paired with the news from politics 279
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Figure 1: Illustration of the MANNeR framework. 1⃝ We train aspect-specialized NEs (i.e. CR-Module for content-
based personalization, A-Module for aspect-based similarity) with metric-based contrastive learning. 2⃝ Inference:
we linearly aggregate aspect-specific similarity scores between candidate and clicked news for final ranking.

and/or weather). For each aspect, we independently280

fine-tune a separate copy of the same initial PLM.281

Note that the resulting aspect-specific NE encodes282

no information on user preferences: it only encodes283

the news similarity w.r.t. the aspect in question. Im-284

portantly, this implies that extending MANNeR to285

support a new aspect amounts to merely training286

an additional A-Module for that aspect.287

3.3 Inference: Custom Ranking Functions288

At inference time, the NEs of the CR-Module and289

of each of the A-Modules are leveraged identically:290

we encode the candidate news as well as the user’s291

clicked news with the respective NE, obtaining292

their module-specific embeddings nc and nu
i – their293

dot product s= nc ·nu
i quantifies their similarity294

according to the module’s aspect (or content for295

CR-Module’s NE). As different NEs produce sim-296

ilarity scores of different magnitudes, we z-score297

normalize each module’s scores per user. The final298

ranking score constitutes a linear aggregation of299

the content sCR and aspect sAp similarity scores:300

sfinal(n
c, u)=sCR +

∑
Ap∈A

λApsAp (2)301

where λAp is the scaling weight for the aspect score,302

and A the set of all aspects of interest. This linear303

composability of aspect-specific similarity scores304

allows not only generalization to multi-aspect rec-305

ommendation objectives, but also different ad-hoc306

realizations of the ranking function that match cus-307

tom recommendation goals: (i) with λAp = 0,308

MANNeR performs standard content-based person-309

alization, (ii) for λAp>0 it recommends based on310

both content- and aspect personalization, whereas 311

(iii) for λAp<0 it simultaneously personalizes by 312

content but diversifies for the aspect(s). 313

4 Experimental Setup 314

We compare MANNeR against state-of-the-art 315

NNRs on a range of single- and multi-aspect recom- 316

mendation tasks. We experiment with two aspects: 317

topical categories (ctg) and news sentiment (snt). 318

Baselines. We evaluate several NNRs trained 319

on classification objectives. We follow Wu et al. 320

(2021) and replace the original NEs of all base- 321

lines that do not use PLMs (instead, contextual- 322

izing word embeddings with convolution or self- 323

attention layers) with the same PLM used in MAN- 324

NeR.1 We include two models optimized purely 325

for content personalization: (1) NRMS (Wu et al., 326

2019d), and (2) MINER (Li et al., 2022). We 327

further evaluate seven NNRs that inject aspect in- 328

formation. Thereof, five incorporate topical cat- 329

egories, i.e., (3) NAML (Wu et al., 2019a), (4) 330

LSTUR (An et al., 2019), (5) MINS (Wang et al., 331

2022), (6) CAUM (Qi et al., 2022), (7) TANR (Wu 332

et al., 2019c), and two the news sentiment: (8) Sen- 333

tiRec (Wu et al., 2020a), and (9) SentiDebias (Wu 334

et al., 2022d). For more details, see Appendix A. 335

Data. We carry out the evaluation on two promi- 336

nent monolingual news recommendation bench- 337

marks: MINDlarge (denoted MIND) (Wu et al., 338

2020b) with news in English and Adressa-1 week 339

1The only exception is the final text embedding, where Wu
et al. (2021) pool tokens with an attention network.
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(Gulla et al., 2017) (denoted Adressa) with Norwe-340

gian news. We provide further details about dataset341

usage and statistics in Appendix B. As Adressa con-342

tains no disambiguated named entities, we use only343

the news title as input to MANNeR’ NE, while on344

MIND we use all news features as NE input.345

Evaluation Metrics. We report performance with346

AUC, MRR, nDCG@k (k={5, 10}). We measure347

aspect-based diversity of recommendations at posi-348

tion k as the normalized entropy of the distribution349

of aspect Ap’s values in the recommendation list:350

DAp@k=−
∑
j∈Ap

p(j) log p(j)

log(|Ap|)
(3)351

where Ap ∈ {ctg, snt}, and |Ap| is the number352

of Ap classes. If aspect-based personalization is353

successful, aspect Ap’s distribution in the recom-354

mendations should be similar to its distribution in355

the user history. We evaluate personalization with356

the generalized Jaccard similarity (Bonnici, 2020):357

PSAp@k=

∑|Ap|
j=1 min(Rj ,Hj)∑|Ap|
j=1 max(Rj ,Hj)

, (4)358

where Rj and Hj represent the probability of a359

news with class j of Ap to be contained in the rec-360

ommendations list R, and, respectively, in the user361

history H . As all metrics are bounded to [0, 1], we362

measure the trade-off between content-based per-363

sonalization (nDCG@k) and either aspect-based364

diversity DAp@k or aspect-based personalization365

PSAp@k with the harmonic mean. We denote this366

TAp@k for single-aspect. For multi-aspect evalua-367

tion, i.e., when ranking for content-personalization368

by diversifying simultaneously over topics and sen-369

timent, we adopt as evaluation metric the harmonic370

mean between nDCG@k, Dctg@k (topical cate-371

gory), and Dsnt@k (sentiment), denoted Tall@k.372

Training Details. We use RoBERTa Base (Liu373

et al., 2019) and NB-BERT Base (Kummervold374

et al., 2021; Nielsen, 2023) in experiments on375

MIND and Adressa, respectively. We set the maxi-376

mum history length to 50. We tune the main hyper-377

parameters of all NNRs. We train all models with378

mixed precision, the Adam optimizer (Kingma and379

Ba, 2014), the learning rate of 1e-5 on MIND, 1e-6380

on Adressa, and 1e-6 for the sentiment A-Module381

on both datasets. In A-Module training, we sample382

20 instances per class,2 while in CR-Module train-383

ing we sample four negatives per positive example.384

2For M class instances, we obtain M2−M
2

positive pairs
for that class for SCL.

We find the optimal temperature of 0.36 on MIND, 385

and 0.14 on Adressa, for the CR-Module, and of 386

0.9 for all A-Modules on both datasets. We train 387

all baselines and the CR-Module for 5 epochs on 388

MIND and 20 epochs on Adressa, with a batch size 389

of 8. We train each A-Module for 100 epochs, with 390

the batch size of 60 for sentiment and 360 for topics. 391

We repeat runs five times with different seeds and 392

report averages and standard deviations for all met- 393

rics. We refer to Appendices C.1 - C.2 for further 394

details about model sizes and hyperparameters. 395

5 Results and Discussion 396

We first discuss MANNeR’s content personaliza- 397

tion performance. We then analyze its capability 398

for single- and multi-aspect (i) diversification and 399

(ii) personalization. In the aspect customization se- 400

tups, we treat MANNeR’s CR-Module as a baseline. 401

Lastly, we evaluate its ability to re-use pretrained 402

aspect-specific modules in cross-lingual transfer. 403

5.1 Content Personalization 404

Table 1 summarizes the results on content personal- 405

ization. Since the task does not require any aspect- 406

based customization, we evaluate the MANNeR 407

variant that uses only its CR-Module at inference 408

time (i.e., λ=0). MANNeR consistently outper- 409

forms all state-of-the-art NNRs in terms of both 410

classification and ranking metrics on both datasets. 411

Given that MANNeR’s CR-Module derives the user 412

embedding by merely averaging clicked news em- 413

beddings, these results question the need for com- 414

plex parameterized UEs, present in all the baselines, 415

in line with the findings of Iana et al. (2023b). 416

We ablate CR-Module’s content personalization 417

performance for (i) different inputs to the NE and 418

(ii) alternative architecture designs and training ob- 419

jectives. We find that all groups of features (e.g., 420

abstract, named entities) contribute to the overall 421

performance (cf. Fig. 5a). Moreover, we confirm 422

the findings of Iana et al. (2023b) that (i) late fusion 423

outperforms a parameterized UE (i.e., early fusion), 424

and that (ii) SCL better separates classes than cross- 425

entropy loss, in line with other similarity-oriented 426

NLP tasks (Reimers and Gurevych, 2019). 427

5.2 Single-Aspect Customization 428

Diversification. Table 2 summarizes the results on 429

aspect diversification tasks. Most baselines (includ- 430

ing MANNeR’s CR-Module without aspect diversi- 431

fication) obtain similar diversification scores (Dctg 432
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MIND Adressa

Model AUC MRR nDCG@5 nDCG@10 AUC MRR nDCG@5 nDCG@10
NRMS-PLM 63.0±1.5 35.5±0.6 33.4±0.7 39.9±0.6 72.3±3.3 43.0±2.7 44.3±2.8 51.3±2.3
MINER 63.1±1.2 35.5±1.1 33.7±1.1 40.0±1.0 70.1±4.9 37.3±4.1 38.5±5.1 46.3±4.1
NAML-PLM 60.6±3.4 37.6±0.4 35.9±0.4 42.2±0.4 50.0±0.0 45.0±5.0 47.2±5.5 52.5±4.1
LSTUR-PLM 54.6±3.0 33.3±1.5 31.7±1.8 38.3±1.7 65.0±7.2 43.1±1.7 44.8±2.6 51.2±2.0
MINS-PLM 61.3±2.7 36.2±0.3 34.5±0.4 40.8±0.3 74.3±3.2 44.2±2.9 47.3±3.3 53.0±3.4
CAUMno entities-PLM 66.2±3.0 36.6±2.0 34.6±2.0 41.0±1.9 76.5±1.2 43.6±1.3 46.9±1.3 52.0±1.2
CAUM-PLM 66.4±3.1 36.2±1.2 34.3±1.3 40.8±1.3 – – – –
TANR-PLM 63.3±1.1 37.0±1.0 35.2±1.0 41.6±0.9 50.0±0.0 43.8±1.0 45.6±1.3 51.4±0.6
SentiRec-PLM 62.2±0.7 35.7±0.4 33.9±0.4 40.5±0.4 67.6±2.7 33.1±2.4 32.9±3.8 40.8±2.4
SentiDebias-PLM 55.0±2.5 27.8±1.9 25.5±1.9 32.2±2.0 67.4±2.4 35.7±3.4 36.4±4.2 44.2±2.9
MANNeR (CR-Module) 69.7±0.9 38.6±0.6 37.0±0.6 43.2±0.6 79.4±1.7 47.0±2.4 48.9±2.8 54.3±2.5
Improvement (%) + 5.4 + 2.8 + 3.1 + 2.3 + 3.7 + 4.6 + 3.3 + 2.5

Table 1: Content-based recommendation performance. We average results across five runs, and report the relative
improvement over the best baseline. The best results per column are highlighted in bold, the second best underlined.

MIND Adressa

Model nDCG@10 Dctg@10 Tctg@10 Dsnt@10 Tsnt@10 Tall@10 nDCG@10 Dctg@10 Tctg@10 Dsnt@10 Tsnt@10 Tall@10
NRMS-PLM 39.9±0.6 50.0±1.1 44.3±0.4 66.4±0.5 49.8±0.5 49.9±0.3 51.3±2.3 31.8±1.0 39.2±0.5 61.5±0.5 55.9±1.2 44.6±0.5
MINER 40.0±1.0 49.4±1.2 44.2±0.4 65.7±0.9 49.7±1.0 49.6±0.5 46.3±4.1 31.1±0.6 37.1±1.6 60.9±0.5 52.5±2.8 42.7±1.5
NAML-PLM 42.2±0.4 47.3±0.3 44.6±0.3 65.1±0.4 51.2±0.3 49.9±0.3 52.5±4.1 30.6±2.4 38.6±2.1 61.6±0.6 56.7±2.6 44.0±1.9
LSTUR-PLM 38.3±1.7 50.0±1.2 43.4±0.7 65.6±0.3 48.4±1.3 48.9±0.5 51.2±2.0 29.9±4.6 37.7±5.2 61.4±0.5 55.8±1.2 43.2±3.8
MINS-PLM 40.8±0.3 49.1±1.0 44.6±0.3 66.3±0.9 50.5±0.1 50.0±0.4 53.0±3.4 33.6±1.7 41.0±1.0 61.8±0.6 57.0±1.8 46.2±0.9
CAUMno entities-PLM 41.0±1.9 47.4±1.0 43.9±0.9 65.8±1.2 50.5±1.3 49.4±0.6 52.0±1.2 34.4±0.3 41.4±0.4 62.1±0.5 56.6±0.7 46.6±0.3
CAUM-PLM 40.8±1.3 47.8±0.9 44.0±1.0 66.1±0.5 50.6±1.0 49.6±0.9 – – – – – –
TANR-PLM 41.6±0.9 48.9±0.9 45.0±0.3 66.1±0.8 51.1±0.7 50.3±0.3 51.4±0.6 32.9±1.7 40.1±1.1 61.8±0.7 56.1±0.2 45.4±1.0
SentiRec-PLM 40.5±0.4 49.4±0.4 44.5±0.1 67.0±0.6 50.4±0.4 50.1±0.2 40.8±2.4 35.6±0.6 38.0±1.1 68.5±0.2 51.1±1.9 44.6±1.0
SentiDebias-PLM 32.2±2.0 52.0±2.2 39.7±1.1 68.6±1.2 43.8±1.8 46.2±1.0 44.2±2.9 32.3±1.0 37.3±1.2 61.2±0.2 51.3±2.0 42.9±1.1
MANNeR (CR-Module) 43.2±0.6 49.3±0.3 46.0±0.3 65.4±0.6 52.0±0.4 51.1±0.2 54.3±2.5 31.7±0.2 40.0±0.7 61.4±0.3 57.6±1.5 45.3±0.6
MANNeR (λctg = −0.2/− 0.3, λsnt = 0) 42.0±0.6 51.5±0.3 46.2±0.3 65.6±0.6 51.2±0.4 51.3±0.3 50.9±2.5 34.1±0.3 40.8±0.8 61.9±0.3 55.8±1.6 46.0±0.7
MANNeR (λctg = 0, λsnt = −0.3/− 0.2) 42.8±0.7 49.8±0.2 46.0±0.4 68.7±0.3 52.7±0.4 51.7±0.3 53.8±2.5 32.4±0.2 40.4±0.7 63.0±0.3 58.0±1.5 45.9±0.6

Table 2: Single-aspect diversification. For MANNeR, we list the best results (cf. TAp ) of single-aspect diversification
as λAp (MIND/Adressa). The best results per column are highlighted in bold, the second best underlined.

and Dsnt). The sentiment-aware SentiRec-PLM,433

with an explicit auxiliary sentiment diversification434

objective, yields the highest sentiment diversity435

on Adressa; this comes at the expense of content436

personalization quality (lowest nDCG). On MIND,437

the sentiment-specific SentiDebias-PLM achieves438

the highest sentiment diversity, but also exhibits439

lower content personalization performance. Over-440

all, these results point to a trade-off between con-441

tent personalization and aspectual diversity: mod-442

els with higher DAp tend to have a lower nDCG.443

Unlike all other models, MANNeR can trade444

content personalization for diversity (and vice-445

versa) with different values of the aspect coeffi-446

cients λAp . Fig. 2a illustrates its performance in447

single-aspect diversification tasks for different val-448

ues of λctg and λsnt on MIND. The steady drop in449

nDCG together with the steady increase in DAp in-450

deed indicate the existence of a trade-off between451

content personalization and aspect diversification.452

For topical categories we observe a steeper decline453

in content personalization quality with improved454

diversification than for sentiment. Sentiment di-455

versity reaches peak performance for λsnt=−0.4,456

whereas category diversity continues to increase all457

the way to λctg=−0.9. Intuitively, content-based458

recommendation is more aligned with the topical 459

than with the sentiment consistency of recommen- 460

dations. The best trade-off (i.e., maximal perfor- 461

mance w.r.t. TAp@10) is achieved for λctg=−0.2 462

for topics, and λsnt = −0.3 for sentiment. We 463

report analogous results on Adressa in Appendix 464

D.2. We attribute these effects to the representation 465

spaces of the A-Modules. Fig. 3 shows the 2- 466

dimensional t-SNE visualizations (Van der Maaten 467

and Hinton, 2008) of the news embeddings pro- 468

duced with category-specialized encoders trained 469

on MIND (see Fig. 7 for sentiment). The re- 470

sults confirm that the latent representation space 471

of the encoder was reshaped to group same-class 472

instances. The separation of classes, however, is 473

less prominent for representation spaces of the en- 474

coders trained on Adressa (cf. Fig. 8) than for 475

those learned on MIND (e.g., the effect is stronger 476

on the category-shaped embedding space).3 477

Personalization. Table 3 displays the results on as- 478

pect personalization tasks. TANR, trained with an 479

auxiliary topic classification task, underperforms 480

3We believe that this is because Adressa has 10 times fewer
news than MIND (and contrastive learning, naturally, benefits
from more news pairs), with over half of the topical categories
in Adressa being represented with fewer than 100 examples.
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Figure 2: Results of single-aspect customization for MANNeR and the best baseline on MIND.

MIND Adreesa

Model nDCG@10 PSctg@10 Tctg@10 PSsnt@10 Tsnt@10 Tall@10 nDCG@10 PSctg@10 Tctg@10 PSsnt@10 Tsnt@10 Tall@10
NRMS-PLM 39.9±0.6 23.9±0.2 29.9±0.3 35.1±0.1 37.3±0.3 31.5±0.2 51.3±2.3 34.3±0.4 41.1±1.0 41.8±0.1 46.1±1.0 41.3±0.7
MINER 40.0±1.0 23.9±0.4 29.9±0.5 35.0±0.2 37.3±0.4 31.5±0.4 46.3±4.1 34.4±0.2 39.4±1.5 42.0±0.0 43.9±1.8 40.2±1.0
NAML-PLM 42.2±0.4 25.5±0.2 31.8±0.2 35.1±0.2 38.4±0.2 32.8±0.2 52.5±4.1 36.1±0.8 42.7±1.7 41.8±0.1 46.5±1.7 42.4±1.1
LSTUR-PLM 38.3±1.7 24.0±1.0 29.5±1.2 34.8±0.3 36.5±0.9 31.1±1.0 51.2±2.0 35.1±2.1 41.6±1.0 41.8±0.1 46.0±0.8 41.7±0.7
MINS-PLM 40.8±0.3 25.0±0.3 31.0±0.3 34.7±0.2 37.5±0.2 32.1±0.3 53.0±3.4 33.9±0.7 41.3±1.4 41.8±0.1 46.7±1.3 41.5±1.0
CAUMno entities-PLM 41.0±1.9 24.8±0.6 30.9±1.0 35.0±0.2 37.8±0.9 32.2±0.7 52.0±1.2 33.5±0.2 39.6±1.1 40.8±0.4 46.3±0.5 41.1±0.3
CAUM-PLM 40.8±1.3 25.1±0.3 31.1±0.4 35.0±0.1 37.7±0.6 32.3±0.3 – – – – – –
TANR-PLM 41.6±0.9 25.2±0.5 31.4±0.6 35.0±0.2 38.0±0.4 32.5±0.5 51.4±0.6 34.0±0.5 41.0±0.5 41.8±0.1 46.1±0.3 41.2±0.4
SentiRec-PLM 40.5±0.4 24.2±0.3 30.3±0.3 34.6±0.0 37.3±0.2 31.6±0.2 40.8±2.4 32.4±0.3 36.1±1.0 39.3±0.1 40.0±1.2 37.1±0.7
SentiDebias-PLM 32.2±2.0 20.8±1.3 25.2±1.5 34.1±0.3 33.1±1.2 27.6±1.2 44.2±2.9 34.1±0.6 38.5±1.3 41.8±0.1 42.9±1.4 39.5±1.0
MANNeR (CR-Module) 43.2±0.6 24.7±0.1 31.4±0.2 35.1±0.1 38.7±0.2 32.6±0.2 54.3±2.5 34.5±0.1 42.2±0.8 42.0±0.1 47.3±0.9 42.1±0.5
MANNeR (λctg = 0.7/0.4, λsnt = 0) 42.9±0.3 27.2±0.1 33.3±0.1 35.2±0.0 38.7±0.1 33.9±0.1 53.6±1.9 36.2±0.1 43.2±0.7 42.1±0.1 47.2±0.7 42.9±0.4
MANNeR (λctg = 0, λsnt = 0.2/0.1) 42.8±0.5 24.7±0.1 31.3±0.2 35.8±0.1 39.0±0.2 32.7±0.1 54.1±2.4 34.7±0.1 42.2±0.8 42.2±0.1 47.4±0.9 42.2±0.5

Table 3: Single-aspect personalization. For MANNeR, we list the best results (cf. TAp ) of single-aspect diversification
as λAp

(MIND/Adressa). The best results per column are highlighted in bold, the second best underlined.

NAML, which uses topical categories as NE in-481

put features, in category personalization on both482

datasets . MANNeR’s CR-Module alone (i.e., with-483

out any aspect customization) yields competitive484

category personalization performance. We believe485

that this is because (i) the CR-Module is best in486

content personalization and (ii) category personal-487

ization is well-aligned with content personalization488

(i.e., news with similar content tend to belong to489

the same category). Fig. 2b explores the trade-off490

between content and aspect personalization, for dif-491

ferent positive values of λAp on MIND (see Fig.492

6b for Adressa). The best topical category person-493

alization (PSctg), obtained for λctg>0.7, comes at494

the small expense of content personalization: too495

much weight on the category similarity of news496

dilutes the impact of content relevance. Increased497

sentiment personalization, however, is much more498

detrimental to content personalization. Intuitively,499

users do not choose articles based on sentiment.500

Tailoring recommendations according to the senti-501

ment of previously clicked news thus leads to more502

content-irrelevant suggestions.503

5.3 Multi-Aspect Customization504

We further explore the trade-off between content505

personalization and multi-aspect diversification, i.e.506

diversifying simultaneously over both topical cat- 507

egories and sentiments, for different values of the 508

aspect coefficients λctg and λsnt. We achieve the 509

highest Tall for λctg =−0.2 and λsnt=−0.25 on 510

MIND (cf. Fig. 9a). In line with results on single- 511

aspect diversification, we observe that improving 512

diversity in terms of topical categories rather than 513

sentiments has a more negative effect on content 514

personalization quality, i.e. steeper decline in Tall. 515

Overall, these results confirm that MANNeR can 516

generalize to diversify for multiple aspects at once 517

by weighting individual aspect relevance scores 518

less than in the single-aspect task. This can be 519

explained by the fact that weighting several as- 520

pects higher at the same time acts as a double 521

discounting for content personalization, diluting 522

content relevance disproportionately. Similarly, 523

for multi-aspect personalization, we achieve the 524

best multi-aspect trade-off on MIND (cf. Fig. 9b) 525

for λctg =0.45 and λsnt=0.25. Stronger enforc- 526

ing of alignment of candidate news with user’s 527

history is needed for topical categories than for 528

sentiment (i.e., λctg >λsnt). This is because sen- 529

timent exhibits low variance within topical cate- 530

gories (e.g., politics news are mostly negative) and 531

enforcing categorical personalization thus partly 532

also achieves sentiment personalization. 533
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Figure 3: t-SNE plot of the category-shaped embedding
space of the news in the test set of MIND.

5.4 Cross-Lingual Transfer534

Lastly, we analyze the transferability of MANNeR535

across datasets and languages in single-aspect cus-536

tomization experiments.4 Concretely, we train the537

CR-Module and A-Modules on both MIND (i.e.,538

in English) and Adressa (i.e., in Norwegian), re-539

spectively. At inference, we evaluate all combi-540

nations of pretrained CR-Module and A-Modules541

on the test set of MIND. We replace the monolin-542

gual PLMs used in MANNeR’s NE with a mul-543

tilingual DistilBERT Base (Sanh et al., 2019) to544

enable cross-lingual transfer (XLT). Fig. 4 summa-545

rizes the XLT results for single-aspect diversifica-546

tion. We refer to Appendix D.4 for similar results547

on single-aspect personalization and on Adressa548

as target-language dataset. As expected, MAN-549

NeR trained fully on Adressa suffers a large drop550

in content personalization performance, compared551

to the counterpart trained on MIND. In contrast,552

transferring only the A-Module, i.e., training the553

CR-Module on MIND and the A-Module (for top-554

ics and sentiment) on Adressa, yields performance555

comparable to that of complete in-language train-556

ing (i.e., both CR-Module and A-Module trained557

on MIND). This is particularly the case for the558

sentiment A-Module, since the sentiment labels559

between the datasets are more aligned than those560

for topical categories. These results indicate that561

the plug-and-play of A-Modules enables zero-shot562

XLT, as modules trained on the much smaller Nor-563

wegian Adressa transfer well to the large English564

MIND. This suggests that, coupled with multi-565

lingual PLMs, MANNeR can be used for effec-566

tive news recommendation in lower-resource lan-567

guages, where training data and aspectual labels568

are scarce. Furthermore, the results demonstrate569

4We evaluate only the title-based version of MANNeR, as
the full version cannot be trained on Adressa.
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Figure 4: Cross-lingual transfer results in single-aspect
diversification for MANNeR, with modules trained on
different (combinations of) source-language datasets
and evaluated on the target-language dataset MIND.
The line style indicates the metric, the line color denotes
the source-language datasets used in training.

that the A-Modules could be trained on general- 570

purpose classification datasets (e.g. topic or senti- 571

ment classification datasets), alleviating the need 572

for aspect-specific annotation of news stories. 573

6 Conclusion 574

We proposed MANNeR, a modular framework 575

for multi-aspect neural news recommendation. It 576

learns aspect-specialized news encoders with su- 577

pervised contrastive learning, and linearly com- 578

bines the corresponding aspect-specific similarity 579

scores for final ranking. MANNeR’s modular de- 580

sign allows defining ad-hoc multi-aspect ranking 581

functions (i.e. diversification or personalization) at 582

inference time. MANNeR can be seamlessly ex- 583

tended to new aspects, without the need to train ded- 584

icated models for changes in the recommendation 585

objective. Our experiments show that MANNeR 586

consistently outperforms state-of-the-art NNRs on 587

(i) standard content-based recommendation, as well 588

as on single- and multi-aspect (ii) diversification 589

and (iii) personalization of recommendations. Our 590

detailed analyses show that, by weighing the im- 591

portance of individual aspects, we can identify on- 592

the-fly optimal trade-offs between content-based 593

recommendation performance and aspect-based 594

customization. Lastly, we show that, if equipped 595

with a multilingual PLM, MANNeR can success- 596

fully cross-lingually transfer aspect-specific news 597

encoders. This supports use cases where aspect- 598

specific labels (e.g., sentiment) are not available for 599

news in the target languages of interest. We hope 600

that our work stimulates more research towards 601

modular, easily extendable, and reusable news rec- 602

ommenders. 603
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Limitations604

MANNeR targets exclusively content-based neural605

news recommendation and leverages solely textual606

features. In practice, recommender systems may607

incorporate content features from various other608

modalities (e.g., image, video), as well as similari-609

ties between users in a collaborative filtering man-610

ner. While in this work we experimented only with611

textual inputs (e.g., titles, named entities, topical612

categories), we believe that MANNeR can easily613

be extended to handle multi-modal content (e.g., ei-614

ther as additional input to the news encoder or as a615

dedicated A-Module), as well as collaborative user616

relations (e.g., by training an A-Module to group617

together users who consume similar articles).618

Our framework fully fine-tunes a PLM619

per aspect-specific module (either for content-620

relevance in the CR-Module or for aspect similarity621

in the A-Module). As all modules share the same622

PLM as backbone, parameter efficient fine-tuning623

(PEFT), e.g. LoRA (Hu et al., 2021), would bypass624

the need to repeatedly load the entire PLM per mod-625

ule into memory. PEFT has been shown to closely626

meet the performance of full fine-tuning. This rep-627

resents a key advantage for deploying MANNeR628

in real-world applications. We however fully fine-629

tuned models to avoid PEFT as a confounding fac-630

tor in our experiments. We further chose base-sized631

PLMs as the backbone of the news encoder in all632

models due to computational constraints. While633

in fine-tuning they remain competitive to large lan-634

guage models (LLMs), the latter may capture richer635

semantics, which can prove particularly useful for636

cross-lingual transfer applications. With a PEFT637

approach, MANNeR could easily leverage LLMs638

without a corresponding increase in computational639

resources.640

Lastly, there exist varied approaches for measur-641

ing both the descriptive (Castells et al., 2021), as642

well as the normative (Vrijenhoek et al., 2023) di-643

versity of recommendations. While some of these644

metrics can be tailored to support arbitrary aspects645

(i.e., to measure the diversity of recommendations646

w.r.t. to a particular categorical feature), we opted647

to quantify aspect-based diversity as generally as648

possible, leveraging only the distribution of an as-649

pect’s values in the recommendation list. We leave650

exploration of further diversity metrics to future651

work.652

Ethical Considerations 653

We consider several ethical considerations that 654

arise when working with recommender systems 655

and open benchmark datasets. On the one hand, 656

any biases or misinformation that might exist in the 657

news and user data provided in the public datasets 658

could be propagated through the recommendation 659

pipeline. Similarly, the PLMs used as the recom- 660

menders’ backbone could contain social biases cap- 661

tured from the training data. On the other hand, 662

the A-Modules in MANNeR could be abused to 663

reduce the diversity of recommendations by over- 664

weighting the aspectual-similarity with the user’s 665

history, particularly for sensitive aspects such as 666

news stance. This, in turn, could lead to reinforc- 667

ing the users’ existing worldviews and stances (Li 668

and Wang, 2019). Therefore, safeguards should 669

be incorporated in the recommendation models to 670

ensure not only that the outputs are accurate and 671

truthful, but also that the systems are not misused 672

to constrain access to diverse viewpoints. 673
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A Baselines1038

We compare MANNeR against the following1039

content-based NNRs, in which we replace the orig-1040

inal NEs of all baselines that do not use PLMs with1041

the same PLM employed in MANNeR:1042

1. NRMS (Wu et al., 2019d) encodes only the1043

news title, and learns user representations1044

with an encoder combining multi-head self-1045

attention and additive attention.1046

2. MINER (Li et al., 2022) employs a poly atten-1047

tion scheme to extract multiple user interest1048

vectors for the users’ representations using1049

additive attention layers.1050

3. NAML (Wu et al., 2019a) leverages informa-1051

tion about topical categories, in addition to tex-1052

tual content from the news title and abstract,1053

as input to the NE. It learns user representa-1054

tions from the clicked news embeddings with1055

a user encoder based on additive attention.1056

4. LSTUR (An et al., 2019) also incorporates1057

category information in the NE, next to title1058

and abstract. It learns user representations via1059

recurrent neural networks, and differentiates1060

between short-term user preferences encoded1061

with a GRU (Cho et al., 2014), and long-term1062

embeddings, consisting of a randomly initial-1063

ized and fine-tuned component.1064

5. MINS (Wang et al., 2022) embeds both tex-1065

tual features (i.e, title, abstract), as well as1066

categories. It employs a UE which combines1067

multi-head self-attention, multi-channel GRU-1068

based recurrent network, and additive atten-1069

tion to generate user embeddings.1070

6. CAUM (Qi et al., 2022) leverages not only1071

titles and corresponding named entities, but1072

also topical categories as input to the NE. In1073

contrast to the other baselines, it combines a1074

candidate-aware self-attention network with a1075

candidate-aware convolutional neural network1076

to learn candidate-aware user representations.1077

7. TANR (Wu et al., 2019c) injects information1078

on topical categories by jointly optimizing1079

the NE for content-based personalization and1080

topic classification. Its UE is analogous to1081

that of NAML.1082

MIND (large) Adressa (one week)

Statistic Train Test Train Test
# News 101,527 72,023 11,207 11,207
# Users 698,365 196,444 96,801 68,814
# Impressions 2,186,683 365,201 218,848 146,284
# Categories 18 17 18 18
Avg. history length 33.7 33.6 13.9 15.6
Avg. # candidates / user 37.4 37.4 21.0 21.0

Table 4: MIND and Adressa dataset statistics.

8. SentiRec (Wu et al., 2020a) adds regulariza- 1083

tion for sentiment diversity to its primary con- 1084

tent personalization objective, and encodes 1085

users similarly to NRMS. 1086

9. SentiDebias (Wu et al., 2022d) uses sentiment- 1087

debiasing based on adversarial learning to re- 1088

duce the NNR’s sentiment bias (originating 1089

from the user data) and generate sentiment- 1090

diverse recommendations. 1091

B Datasets 1092

We conduct our experiments on two public news 1093

recommendation datasets: MINDlarge (denoted 1094

MIND) (Wu et al., 2020b) and Adressa-1 week (de- 1095

noted Adressa) (Gulla et al., 2017). Since Wu et al. 1096

(2020b) do not release test labels for MIND, we use 1097

the provided validation portion for testing, and split 1098

the respective training set into temporally disjoint 1099

training (first four days of data) and validation por- 1100

tions (the last day). Following established practices 1101

on splitting the Adressa dataset (Hu et al., 2020; 1102

Xu et al., 2023), we use the data of the first five 1103

days to construct user histories and the clicks of the 1104

sixth day to build the training dataset. We randomly 1105

sample 20% of the last day’s clicks to create the 1106

validation set, and treat the remaining samples of 1107

the last day as the test set.5 Since Adressa contains 1108

only positive samples (i.e., no data about users’ 1109

seen but not clicked news), we randomly sample 1110

20 news as negatives for each clicked article to 1111

build impressions following Yi et al. (2021). Table 1112

4 summarizes the statistics of both datasets. 1113

Regarding aspects, the topical category annota- 1114

tions are provided in both datasets. As no sentiment 1115

labels exist in neither MIND nor Adressa, we use 1116

a multilingual XLM-RoBERTa Base model (Con- 1117

neau et al., 2020) trained on tweets and fine-tuned 1118

for sentiment analysis (Barbieri et al., 2022) to clas- 1119

sify news into three classes: positive (pos), neutral, 1120

and negative (neg). We compute real-valued scores 1121

5Note that during validation and testing, we reconstruct
user histories with all the samples of the first six days of data.
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MIND Adressa

Model Non-trainable Trainable Total Trainable Total
NRMS-PLM 56.7 73 129 126 182
MINER 56.7 68.2 124 121 178
NAML-PLM 56.7 70.8 127 124 180
LSTUR-PLM 56.7 633 690 200 257
MINS-PLM 56.7 73.3 130 126 183
CAUMno entities-PLM 56.7 73.2 129 126 183
CAUM-PLM 56.7 74.9 131 – –
TANR-PLM 56.7 70.6 127 123 180
SentiRec-PLM 56.7 73 129 126 182
SentiDebias-PLM 56.7 73.3 130 126 183
MANNeR (CR-Moduletitle / A-Moduletitle) – monolingual 56.7 67.9 124 121 177
MANNeR (CR-Module / A-Module) – monolingual 56.7 70.3 126 – –
MANNeR (CR-Moduletitle / A-Moduletitle) – multilingual 0 134 134 134 134

Table 5: Number of model parameters (in millions). CR-
Moduletitle / A-Moduletitle denote the MANNeR mod-
ules trained with only the news title as input to the NE.

using the model’s confidence scores si for class i,1122

and the predicted sentiment class label l̂ as follows:1123

ssent=


(+1)× spos, if l̂=pos

(−1)× sneg , if l̂=neg

(1− sneutral)×(spos − sneg), otherwise
(5)1124

C Reproducibility Details1125

C.1 Model Parameters.1126

Table 5 lists the number of model parameters, in1127

millions, for both datasets.1128

C.2 Hyperparameters and Implementation1129

Hyperparameter Optimization. We use1130

RoBERTa Base (Liu et al., 2019) and NB-BERT1131

Base (Kummervold et al., 2021; Nielsen, 2023) as1132

the backbone PLMs of all models, in experiments1133

on MIND and Adressa, respectively. In both cases,1134

we fine-tune only the PLM’s last four layers.6 In1135

the cross-lingual transfer experiments from $5.4,1136

we fine-tune all of the 6 layers of DistilBERT. We1137

use 100-dimensional TransE embeddings (Bordes1138

et al., 2013) pretrained on Wikidata as input to the1139

entity encoder in the NE of the knowledge-aware1140

NNRs. We perform hyperparameter tuning on the1141

main hyperparameters of MANNeR and the base-1142

lines using grid search. Table 6 lists the search1143

spaces for all the optimized hyperparameters, as1144

well as the best values. We repeat each experiment1145

five times with the seeds ({42, 43, 44, 45, 46}) set1146

with PyTorch Lightning’s seed_everything.1147

Code. We train MANNeR, as well as all the base-1148

lines, using the implementations provided in the1149

NewsRecLib library (Iana et al., 2023a).1150

Infrastructure and Compute. We conduct all1151

experiments on a cluster with virtual machines.1152

6In preliminary results, we did not see significant differ-
ences between full fine-tuning of all layers and fine-tuning
only the last four layers. In the interest of computational effi-
ciency, we thus froze the first eight layers of the transformer.
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Figure 5: Effect of different (a) NE inputs and (b) model
design/training choices on MANNeR’s content-based
personalization performance.

We train MANNeR on both datasets, as well as 1153

the baselines on the MIND dataset, on a single 1154

NVIDIA A100 40GB GPU. We train the baselines 1155

on the Adressa dataset on a single NVIDIA Tesla 1156

V100 32GB GPU. 1157

D Additional Results 1158

D.1 Content Personalization 1159

Fig. 5a shows MANNeR’s performance on MIND 1160

for different inputs to the NE. We note that even 1161

the CR-Module exposed to titles only (i.e., no ab- 1162

stract or entity information) outperforms all of the 1163

baselines on content recommendation. Fig. 5b il- 1164

lustrates MANNeR’s performance for alternative 1165

architecture designs and training objectives, as dis- 1166

cussed in $5.1.7 1167

D.2 Single-Aspect Customization 1168

Figure 6a illustrates MANNeR’s performance in 1169

single-aspect diversification tasks for different val- 1170

ues of λctg and λsnt on Adressa. Sentiment diver- 1171

sity reaches peak performance for λsnt = −0.6, 1172

while category diversity continues to increase all 1173

the way to λctg = −1.0. The best trade-off 1174

(i.e., maximal performance w.r.t. TAp@10), is 1175

achieved for λctg = −0.3 for topical categories, 1176

and λsnt = −0.2 for sentiment. Similarly, Fig. 6b 1177

explores the trade-off between content and aspect 1178

personalization, for different positive values of λAp 1179

on the Adressa dataset. We obtain the best topical 1180

7For brevity, we report results on MIND; findings on
Adressa exhibit identical trends.

14



lr numheads querydim UE agg K score agg λ µ α τCR−Module τA−Module

Search Space [1e−4, 1e−6] {8, 12, 16, 24, 32} [50, 200] {ini, con} {8, 16, 32, 48} {mean, max, weighted} [0.1, 0.3] [5, 15] [0.05, 0.2] [0.1, 0.5] [0.1, 0.9]
Step 1e−1 – 50 – – – 0.05 5 0.05 0.02 0.05
NRMS-PLM 1e−5 / 1e−6 32 / 8 150 / 200 – – – – – – – –
MINER 1e−5 / 1e−6 – – – 32 / 48 mean / mean – – – – –
NAML-PLM 1e−5 / 1e−6 16 / 8 200 / 200 – – – – – – – –
LSTUR-PLM 1e−5 / 1e−6 24 / 8 150 / 50 ini / ini – – – – – – –
MINS-PLM 1e−5 / 1e−6 32 / 12 100 / 200 – – – – – – – –
CAUM-PLM 1e−5 / 1e−6 16 / 16 50 / 150 – – – – – – – –
TANR-PLM 1e−5 / 1e−6 32 / 8 150 / 50 – – – 0.3 / 0.15 – – – –
SentiRec-PLM 1e−5 / 1e−6 32 / 8 200 / 200 – – – – 5 / 5 – – –
SentiDebias-PLM 1e−5 / 1e−6 8 / 12 100 / 150 – – – – – 0.15 / 0.15 – –
MANNeR 1e−5 / 1e−6 – 200 / 200 – – – – – – 0.36 / 0.14 0.9 / 0.9

Table 6: Search spaces used for hyperparameter optimization and best values found for all models. We report
the optimal values in the format valueMIND / valueAdressa. We use the following abbreviations: lr = learning rate,
numheads = number of attention heads, querydim = dimensionality of the query vector in additive attention, UE agg
= aggregation method used to combine the long-term and the short-term user representations into a final user
embedding in LSTUR (An et al., 2019), K = number of context codes in MINER (Li et al., 2022), score agg =
aggregation function for the final user click score calculation in MINER (Li et al., 2022), λ = weight of the topic
classification task in TANR (Wu et al., 2019c), µ = weight of the sentiment diversity regularization loss in SentiRec
(Wu et al., 2020a), α = adversarial loss coefficient in SentiDebias (Wu et al., 2022d), τ = temperature parameter in
SCL in MANNeR, ini = initialize, con = concatenate, categ = category.
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Figure 6: Results of single-aspect customization for MANNeR and the best baseline on Adressa.

category personalization (PSctg) for λctg > 0.4.1181

Fig. 7 shows the 2-dimensional t-SNE visual-1182

izations (Van der Maaten and Hinton, 2008) of1183

the news embeddings produced with sentiment-1184

specialized encoders trained on MIND. Fig. 81185

shows analogous visualizations (Van der Maaten1186

and Hinton, 2008) of the news embeddings pro-1187

duced with aspect-specialized encoders trained on1188

the Adressa dataset: (a) for topical categories, and1189

(b) for sentiment.1190

D.3 Multi-Aspect Customization1191

Fig. 9 explores the trade-off between content per-1192

sonalization and multi-aspect diversification, for1193

different values of the aspect coefficients λctg and1194

λsnt, on MIND and Adressa, respectively.1195

D.4 Cross-Lingual Transfer1196

Fig. 10 summarizes the cross-lingual transfer re-1197

sults for single-aspect personalization on the target-1198

language dataset MIND. Fig. 11 summarizes the1199

cross-lingual transfer results for single-aspect di-1200

Figure 7: t-SNE plot of the sentiment-shaped embed-
ding space of the news in the test set of MIND.

versification and personalization, respectively, on 1201

the target-language dataset Adressa. 1202
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(a) Category-shaped embedding space. (b) Sentiment-shaped embedding space.

Figure 8: t-SNE plots of the news embeddings in the test set of Adressa.
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Figure 9: Results of multi-aspect customization for MANNeR on MIND, and Adressa, respectively.
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Figure 10: Cross-lingual transfer results in single-aspect personalization for MANNeR, with modules trained on
different (combinations of) source-language datasets and evaluated on the target-language dataset MIND. The line
style indicates the metric, the line color denotes the source-language datasets used in training.
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(a) Single-aspect diversification.
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(b) Single-aspect personalization.

Figure 11: Cross-lingual transfer results in single-aspect customization for MANNeR, with modules trained on
different (combinations of) source-language datasets and evaluated on the target-language dataset Adressa. The line
style indicates the metric, whereas the line color denotes the source-language datasets used in training.
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