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Abstract001

Promises made by politicians, corporate lead-002
ers, and public figures have a significant impact003
on public perception, trust, and institutional rep-004
utation. However, the complexity and volume005
of such commitments, coupled with difficul-006
ties in verifying their fulfillment, necessitate007
innovative methods for assessing their credi-008
bility. This paper introduces the concept of009
Promise Verification, a systematic approach in-010
volving steps such as promise identification,011
evidence assessment, and the evaluation of tim-012
ing for verification. We propose the first mul-013
tilingual dataset, ML-Promise, which includes014
English, French, Chinese, Japanese, and Ko-015
rean, aimed at facilitating in-depth verification016
of promises, particularly in the context of En-017
vironmental, Social, and Governance (ESG)018
reports. Given the growing emphasis on corpo-019
rate environmental contributions, this dataset020
addresses the challenge of evaluating corpo-021
rate promises, especially in light of practices022
like greenwashing. Our findings also explore023
textual and image-based baselines, with promis-024
ing results from retrieval-augmented generation025
(RAG) approaches. This work aims to foster026
further discourse on the accountability of pub-027
lic commitments across multiple languages and028
domains.029

1 Introduction030

In a world where promises shape perceptions and031

drive decisions, the integrity of commitments made032

by politicians, corporate leaders, and public fig-033

ures must be scrutinized. These promises, ranging034

from environmental sustainability to social respon-035

sibility and governance ethics, significantly influ-036

ence the general public’s and stakeholders’ trust,037

as well as government and corporate reputations.038

Yet, the complexity and abundance of such commit-039

ments, coupled with the challenge of verifying their040

fulfillment, create a pressing need for innovative041

approaches to assess their strength and verifiabil-042

ity. Recognizing the critical role of transparency043

and accountability in today’s society, we propose a 044

groundbreaking task: Promise Verification. 045

To perform promise verification, several steps 046

are required, including (1) identifying the promise, 047

(2) linking the promise with actionable evidence, 048

(3) assessing the clarity of the promise-evidence 049

pair, and (4) inferring the timing for verifying the 050

promise. Evaluating the quality of ESG-related 051

promises requires assessing the availability of evi- 052

dence demonstrating a company’s commitment to 053

fulfilling them. The clarity of this evidence directly 054

influences the perceived credibility of the promise. 055

Therefore, a precise definition of evidence clarity 056

is essential. For example, Santos, a gas company, 057

claims it will achieve net-zero emissions by 2040. 058

However, this claim has been challenged by a citi- 059

zen group, arguing that it relies on unproven carbon 060

capture and storage technologies1. In this case, the 061

evidence supporting the company’s promise can be 062

classified as “not clear”. Additionally, whether the 063

author provides a clear timeline for verifying the 064

promise is an important criterion. For instance, “we 065

will achieve net zero carbon emissions within five 066

years” is a stronger promise than “we will achieve 067

net zero carbon emissions.” Following this line of 068

thought, this paper proposes the first multilingual 069

dataset for in-depth promise verification, including 070

Chinese, English, French, Japanese, and Korean. 071

In recent years, increasing emphasis has been 072

placed on companies’ environmental contributions, 073

especially in addressing climate change, deforesta- 074

tion, and compliance with labor conditions and gov- 075

ernance, when evaluating their investment value. 076

In the evolving landscape of ESG (environmental, 077

social, and governance) criteria, the ability to accu- 078

rately assess a company’s promises and adherence 079

to its ESG promises has become paramount. How- 080

ever, unlike traditional financial statements, ESG 081

1https://www.edo.org.au/2021/08/26/world-
first-federal-court-case-over-santos-clean-
energy-net-zero-claims/

https://www.edo.org.au/2021/08/26/world-first-federal-court-case-over-santos-clean-energy-net-zero-claims/
https://www.edo.org.au/2021/08/26/world-first-federal-court-case-over-santos-clean-energy-net-zero-claims/
https://www.edo.org.au/2021/08/26/world-first-federal-court-case-over-santos-clean-energy-net-zero-claims/


reports still lack clear standards regarding corporate082

promises. This allows some companies to use mis-083

leading information to project an overly positive084

environmental image, a practice known as green-085

washing. As Gorovaia and Makrominas (2024)086

points out, companies involved in environmental087

misconduct tend to produce longer, more positive,088

and more frequent reports. We hypothesize that089

such reports may lack substantive evidence, or the090

information presented may be irrelevant or ambigu-091

ous, leading to misinterpretation. To this end, the092

proposed dataset, ML-Promise, focuses on ESG093

reports released by corporations in five countries:094

the U.K., France, Taiwan, Japan, and Korea.095

To provide a comprehensive benchmark for096

promise verification, ML-Promise comprises 3,010097

annotated instances (2,010 for training and 1,000098

for testing across five languages, with labels for099

Promise Identification, Actionable Evidence, Clar-100

ity of the Promise-Evidence Pair, and Timing for101

Verification. The dataset was curated from ESG102

reports of companies across diverse industries, en-103

suring linguistic and contextual variability.104

Beyond text-based baselines, we also explore105

image-based approaches, recognizing that most106

ESG reports are published in PDF format. Our107

experiments incorporate retrieval-augmented gen-108

eration (RAG) (Lewis et al., 2020) to enhance per-109

formance. The results indicate that RAG improves110

clarity assessment and timing prediction but ex-111

hibits language-dependent variations in promise112

identification and actionable evidence detection.113

Furthermore, our dataset reveals notable differ-114

ences in ESG reporting styles across regions, under-115

scoring the need for multilingual and multimodal116

analysis in promise verification.117

Our key contributions can be summarized as fol-118

lows: (1) This study is the first to develop a dataset119

specifically for identifying ESG-related promises120

and their supporting evidence using ESG reports.121

By focusing on the clarity of evidence, our work122

addresses the challenge of greenwashing and con-123

tributes to the broader discussion on corporate ac-124

countability. (2) We evaluate the effectiveness and125

limitations of RAG and multimodal approaches for126

promise verification across five languages, provid-127

ing insights into their applicability to ESG analysis.128

2 Related Work129

Recent studies have sought to improve the anal-130

ysis of ESG or sustainability reports for estimat-131

ing company values using contextual embedding 132

approaches. For example, Gutierrez-Bustamante 133

and Espinosa-Leal (2022) evaluated sustainability 134

reports from publicly listed companies in Nordic 135

countries using latent semantic analysis (LSA) and 136

the global vectors for word representation (GloVe) 137

model, enhancing document retrieval performance 138

based on similarity. Garigliotti (2024) explored 139

the integration of sustainable development goals 140

(SDGs) into environmental impact assessments 141

(EIAs) using a RAG framework powered by large 142

language models (LLMs). Their work focused 143

on two tasks: detecting SDG targets within EIA 144

reports and identifying relevant textual evidence, 145

specifically in European contexts. Hillebrand et al. 146

(2023) introduced sustain.AI, a context-aware rec- 147

ommender system designed to analyze sustainabil- 148

ity reports in response to increasing corporate so- 149

cial responsibility (CSR) regulations. The system, 150

based on a BERT architecture, identified relevant 151

sections of lengthy reports using global reporting 152

initiative (GRI) indicators and demonstrated strong 153

performance on datasets from German companies. 154

Chen et al. (2024a) conducted shared-task called 155

ML-ESG series, which aimed to estimate how long 156

the effects of certain events or actions taken by a 157

company will last, impacting its ESG scores. How- 158

ever, their study did not establish a promise verifi- 159

cation framework. Additionally, their dataset did 160

not focus on ESG reports. 161

Previous studies have a few shortcomings. First, 162

most of them focus solely on reports from one 163

country. Second, none of them attempt to ana- 164

lyze corporate promises, despite the abundance of 165

sustainability reports. Third, they primarily exam- 166

ine sustainability reports and social media rather 167

than ESG reports. While sustainability reports out- 168

line goals and strategies, climate reports focus on 169

climate-related actions, and annual reports may 170

include ESG sections, they often lack a comprehen- 171

sive overview. Company websites and social media 172

platforms rarely provide exhaustive information. In 173

contrast, ESG reports serve as formal documents 174

dedicated to a company’s ESG initiatives and, more 175

importantly, their outcomes—whether the company 176

has met its stated goals. As such, they provide the 177

most reliable evidence for assessing corporate ac- 178

countability. 179

To address these problems, our study extends 180

these works by focusing on multilingual compa- 181

nies from both European and Asian regions, in- 182

cluding Taiwan, the UK, France, Japan, and Korea. 183



Task Label English French Chinese Japanese Korean Total
# % # % # % # % # % # %

Promise Identification
Yes 169 84.5 161 80.5 80 40.2 149 74.9 155 77.5 714 71.5
No 31 15.5 39 19.5 119 59.8 50 25.1 45 22.5 284 28.5

Actionable Evidence
Yes 122 61.6 141 71.6 40 20.1 99 66.4 146 75.6 548 58.5
No 76 38.4 56 28.4 159 79.9 50 33.6 47 24.4 388 41.5

Clarity of Promise-Evidence Pair

Clear 56 53.3 77 56.6 22 64.7 60 61.2 128 94.8 343 67.5
Not Clear 45 42.9 57 41.9 12 35.3 34 34.7 7 5.2 155 30.5
Misleading 4 3.8 2 1.5 0 0.0 4 4.1 0 0.0 10 2.0

Timing for Verification

Within 2 years 3 1.9 19 12.4 30 37.5 11 7.3 65 45.5 128 18.8
2-5 years 22 14.1 23 15.0 8 10.0 14 9.3 12 8.4 79 11.6
Longer than 5 years 14 9.0 33 21.6 12 15.0 28 18.7 25 17.5 112 16.4
Other 117 75.0 78 51.0 30 37.5 97 64.7 41 28.7 363 53.2

Table 1: Label distribution in each language. (number of labels (#) and percentages (%))

With the proposed new task, we aim to highlight184

the importance of anti-greenwashing by evaluat-185

ing corporate promises in ESG reports. Recent186

fact-checking research has also focused on anno-187

tating evidential information (Chen et al., 2024b;188

Drchal et al., 2024). Building on these insights,189

we assess the clarity of evidence supporting ESG190

commitments to address greenwashing concerns.191

Additionally, our methodology incorporates visual192

elements to capture all possible evidence, enhanc-193

ing the credibility of our findings.194

3 ML-Promise195

3.1 Task Design196

We collect ESG reports from five countries: the UK,197

France, Taiwan, Japan, and Korea. We chose three198

major industries per country, selecting three com-199

panies from each, resulting in ESG reports from200

nine companies per country. Some of the example201

reports are shown in Appendix A. The annotators202

are native speakers of the target language or are203

familiar with the language at the work level. The204

task designs are as follows when given a instance2205

in the ESG reports.206

1. Promise Identification (PI): This is a boolean207

label (Yes/No) based on whether a promise208

exists. A promise can be a statement, which209

states a company principle (e.g. diversity and210

inclusion), commitment (e.g. reducing plastic211

waste, improving health & safety) or strat-212

egy (e.g. protocole description, developing213

partnerships with associations and institutes)214

related to ESG criteria.215

2. Actionable Evidence (AE): This is a boolean216

label (Yes/No) based on whether the intended217

evidence for the company taking action to-218

wards fulfilling the promise exists. The evi-219

2We define the instance as the unit corresponding to the
paragraph(s) containing the promise and the evidence(s).

dence deemed the most relevant to prove the 220

core promise is being kept, which includes 221

simple examples, company measures, num- 222

bers, etc. Reporting involves the incorporation 223

of tables and pie charts constitute numbered 224

evidence for a textual core promise. 225

3. Clarity of the Promise-Evidence Pair 226

(CPEP): We designed three labels (Clear/Not 227

Clear/Misleading) for this task, which should 228

depend on the clarity of the given evidence 229

in relation to the promise. The clarity is the 230

assessment of the company’s ability to back 231

up their statement with enough clarity and 232

precision. Note that clarity is defined by a 233

combination of quantity and quality of evi- 234

dence. 235

4. Timing for Verification (TV): Following the 236

MSCI guidelines and previous work (Tseng 237

et al., 2023), we set timing labels (within 2 238

years/2-5 years/longer than 5 years/other) to 239

indicate when readers/investors should return 240

to verify the promise. This is the assessment 241

of when we could possibly see the final re- 242

sults of a given ESG-related action and thus 243

verify the statement. Here, “other” denotes the 244

promise has already been verified or doesn’t 245

have a specific timing to verify it. 246

3.2 Industories and Companies 247

This study incorporates a cultural dimension by 248

examining how ESG (Environmental, Social, and 249

Governance) criteria and reporting practices vary 250

across regions. While certain industries prioritize 251

specific ESG aspects—such as environmental con- 252

cerns in the Energy sector—and face unique regu- 253

latory challenges, all industries are ultimately sub- 254

ject to the same standards for clarity and compli- 255

ance. Therefore, we evaluate different industries 256

under uniform criteria while incorporating multi- 257



ple layers of comparison, including country, in-258

dustry, and company size. Industries were selected259

based on their significance in the participating coun-260

tries and their frequent discussion in international261

ESG summits. This includes sectors like Energy262

and Finance/Economy. To enhance comparability,263

a third industry was chosen to reflect each coun-264

try’s economic identity, such as Luxury for France.265

To deepen the analysis, we examined companies266

of three different sizes and market shares within267

each industry. This approach allows us to assess268

how company size and market influence affect ESG269

compliance and greenwashing practices. Addition-270

ally, only recent ESG reports (from 2021 onward)271

were included to align with current ESG reporting272

regulations, ensuring the study’s relevance. The se-273

lection of three companies per industry was based274

on varying market capitalizations to highlight dif-275

ferences in the writing styles of ESG promises and276

actionable evidence across companies with differ-277

ent market values.278

For the Korean dataset, due to the limited279

availability of ESG-related textual materials from280

small companies, 29 major corporations were in-281

cluded, encompassing large conglomerates (Chae-282

bols) such as Samsung, SK, Hyundai, LG, LOTTE,283

and Doosan, as well as leading venture companies284

like Kakao, Naver, and HYBE. This selection pro-285

vides a more comprehensive representation of ESG286

reporting trends in Korea.287

3.3 Statistics288

Finally, we obtained 3,010 instances, i.e., 600 for289

each language and 10 additional instances in the290

Chinese dataset.3 The Cohen’s κ agreement (Co-291

hen, 1960; McHugh, 2012) for these tasks is ap-292

proximately 0.65-0.96, 0.71-0.88, 0.62-0.80, and293

0.60-0.89, respectively. More detailed values are294

described in Section 4.4. Table 1 presents the distri-295

bution of the proposed ML-Promise dataset. First,296

we observe that around 35-40% of the evidence is297

“not clear” in supporting the associated promises298

in four out of five languages. This highlights the299

necessity of the proposed task for evaluating the300

quality of the promise-evidence pairs from corpora-301

tions. Furthermore, about 4% of instances contain302

(potentially) misleading evidence in the English303

and Japanese datasets. It is crucial for corporations304

3The Chinese annotators unexpectedly labeled 10 addi-
tional instances beyond the intended 600. These instances
were included as part of the training dataset for the Chinese
experiments.

to re-examine this evidence, and it is also essen- 305

tial for supervisory authorities to monitor these 306

instances. Second, we noted that corporations in 307

Taiwan and Korea tend to make more short-term 308

promises (within 2 years), whereas corporations in 309

the remaining countries tend to make longer-term 310

promises. This finding shows the need for a multi- 311

lingual comparison of ESG reports across different 312

countries, as the narrative styles vary among them. 313

4 Annotation Process 314

4.1 Annotation Guidelines 315

The linguistic analysis and the development of com- 316

mon guidelines across multiple languages were 317

led by a professional Data and Language Analyst. 318

This expert collaborated closely with co-organizers 319

to address the unique characteristics of Asian lan- 320

guages and related reports. Each language had 321

native speakers as annotators, ensuring a full un- 322

derstanding of the content during annotation and 323

review. 324

The annotation guidelines comprehensively out- 325

line key aspects of the process, including document 326

type analysis, content evaluation, promise typol- 327

ogy classification, and the extraction of promises 328

from visual elements. They provide precise tax- 329

onomy definitions (e.g., label descriptions, data 330

segmentation) and core annotation rules to ensure 331

consistency and objectivity. To enhance standard- 332

ization, the guidelines were developed based on 333

extensive data analysis, identifying recurring pat- 334

terns to serve as reference points. Annotators fol- 335

lowed predefined questions to maintain a consistent 336

approach, such as: 337

• Should the release date or the evaluation date be used 338
as the time reference? 339

• How can consistency be maintained between scientific 340
developments and market ambitions? 341

• Should evaluations always consider the longest relevant 342
timeframe? 343

• How should the balance between quantity and quality 344
be assessed when evaluating evidence? 345

• How should clarity be judged for very short segments 346
(1–2 sentences)? Should they be deemed unclear by 347
default? 348

• How should cases be handled where multiple pieces of 349
evidence linked to one promise vary in clarity? 350

To further ensure objectivity, paragraph-level seg- 351

mentation was applied, keeping all relevant evi- 352

dence within a single topic or sub-topic while mini- 353



Task Language
C E F K J

PI 0.800 0.956 0.731 0.648 0.744
AE 0.730 0.876 0.749 0.810 0.710
CPEP 0.790 0.798 0.702 0.688 0.618
TV 0.830 0.894 0.772 0.602 0.705

Table 2: Kappa coefficient between assessors

mizing unrelated information. Additionally, defini-354

tions were refined using semantic correlations and355

logical frameworks, ensuring clarity and coherence356

in the annotation process.357

The guidelines, competition rules, data collec-358

tion methods, and procedures were thoroughly re-359

viewed by three hierarchical levels within our com-360

pany’s legal department.361

4.2 Data Reference362

During the annotation process, PDF documents363

were used as they are. For text-based experiments364

in Section 5, the text was extracted from the PDFs,365

while for image-based experiments in Section 6,366

the PDF documents were used directly as input.367

4.3 Annotators368

For the French and English datasets, annotations369

were conducted by two professional annotators370

who are also Data and Language Analysts. The371

process involved one annotator and one reviewer372

to ensure accuracy and consistency. The socio-373

demographic characteristics of annotators are as374

follows.375

• Gender: two females (English, French,376

Japanese); two females and two males (Chi-377

nese); three males (Korean)378

• Age range: 20–30 years old (English, French,379

Japanese, Chinese, Korean)380

• Nationality: European, Japanese, Taiwanese,381

Korean382

• Expertise: one ESG expert (English and383

French); students specializing in economics384

(Japanese); master’s stundents in the depart-385

ment of finance (Chinese); finance-related un-386

dergraduate degrees and current emplyment387

in related companies (Korean)388

Note that the annotation task was approved by our389

university department Ethics Review Board, and390

also approved by our company legal department.391

Task description:
You are an expert in extracting ESG -

related promises and their
corresponding evidence from
corporate reports that discuss
ESG matters. Follow the
instructions below to ensure
careful and consistent
annotations.

Annotation procedure:
1. You will be given the content of a

paragraph.
2. Determine whether a promise is

included and indicate:
"Yes" if a promise exists.
"No" if no promise exists. (

promise_status)

Definitions and criteria for
annotation labels:

1. promise_status: A promise consists
of a statement related to ESG

criteria , such as a company ’s
principle , commitment , or
strategy.
"Yes": A promise exists.
"No": No promise exists.

Examples for references: {context}
Instruction for annotation:
Analyze the following text and

provide results in the format
described above: {paragraph}

Table 3: Prompt used in our experiments.

4.4 Inter-annotator Agreement 392

The kappa coefficient of classification type attribute 393

is shown in Table 2. For all values, the agreement 394

was above 0.6 (Substantial Agreement (Landis and 395

Koch, 1977)), indicating a workable level of agree- 396

ment among the annotators’ annotations. 397

5 Experiment 398

5.1 Methods 399

RAG (Lewis et al., 2020) was introduced as a 400

method to enhance LLMs by integrating external 401

knowledge sources. This approach combines re- 402

trieval mechanisms with generative models, produc- 403

ing more accurate and contextually relevant outputs. 404

Yu et al. (2024) highlights the advantages of RAG 405

systems, particularly their ability to extract domain- 406

specific information. Fan et al. (2024) discusses 407

training strategies for RAG, including independent, 408

sequential, and joint methods, which can be tai- 409

lored to optimize retrieval and generation for spe- 410



Approach Task English French Chinese Japanese Korean

w/o RAG

Promise Identification (PI) 0.842 0.816 0.521 0.670 0.849
Actionable Evidence (AE) 0.680 0.746 0.163 0.720 0.792
Clarity of Promise-Evidence Pair (CPEP) 0.411 0.443 0.569 0.450 0.897
Timing for Verification (TV) 0.636 0.523 0.317 0.632 0.406

w/ RAG

Promise Identification 0.866 0.798 0.540 0.659 0.807
Actionable Evidence 0.757 0.732 0.503 0.850 0.774
Clarity of Promise-Evidence Pair 0.467 0.487 0.628 0.465 0.939
Timing for Verification 0.693 0.601 0.469 0.684 0.571

Table 4: Experimental Results (F1-Score). The best performance in each language is denoted in bold.

cific domains. For Chinese language applications,411

Wang et al. (2024b) emphasizes the importance of412

domain-specific corpora over general knowledge413

sources. Ardic et al. (2024) applied RAG to analyze414

sustainability reports from ten Turkish companies,415

focusing on ESG factors.416

Following the findings of previous studies, we417

also explore the RAG approach as a proof of con-418

cept and design it for the proposed tasks. Specifi-419

cally, when given a instance, we first retrieve the420

six most similar samples in the training set. We421

leveraged Multilingual E5 Text Embeddings (Wang422

et al., 2024a) to calculate the cosine similarity be-423

tween target instance and instances from the train-424

ing set. Then, we provide the top-six examples425

for the LLM to perform in-context learning (Dong426

et al., 2022). In our experiment, we use GPT-4o as427

the base LLM. We also use four A100-80GB GPUs428

for our experiment.429

The prompt structure used in the experiment fol-430

lows this order: task description, annotation proce-431

dure, definitions, and context with the target para-432

graph. Specifically, the prompt is structured, which433

ensures clarity and consistency in the annotation434

process, as shown in Table 3.435

5.2 Experimental Results436

In the experiment, we randomly select 200 in-437

stances from each language as the test set, and438

the remaining instances are used for training. We439

use the F1 score to evaluate the performance of440

each task. Table 4 shows the performance of each441

task in each language. The lower clarity for French442

and Japanese and timing scores for Korean corre-443

late with lower kappa agreement (about 0.6-0.7).444

The lower Chinese performance may stem from445

reliance on tables and figures in Chinese reports.446

Next, we discuss the results of the RAG ap-447

proach. First, the performance of most tasks im-448

proves when adopting RAG. Specifically, for En-449

glish and Chinese, all tasks perform better when450

using RAG. Second, RAG enhances performance451

in estimating the clarity of the promise-evidence 452

pair and inferring the timing for verification, regard- 453

less of the language used. These results suggest the 454

usefulness of RAG in these two novel tasks. Addi- 455

tionally, the findings demonstrate the value of the 456

proposed annotations. With the proposed dataset, 457

the performance of fine-grained promise evaluation 458

can be improved. Third, although the performance 459

in promise identification and actionable evidence 460

identification tasks may slightly decrease in French, 461

Japanese, and Korean, the declines are minimal 462

(less than 2% in most cases). These results suggest 463

that the method for retrieving and suggesting sam- 464

ples similar to the instance requires refinement for 465

imbalanced boolean datasets. In future, we will fo- 466

cus on improving the RAG approach by extracting 467

balanced samples, particularly for minor labels. 468

6 Follow-up Experiments 469

6.1 Image-based Experimental Setup 470

We noticed a significant difference between Tai- 471

wan/Korea reports and the reports from other coun- 472

tries. As shown in Figure 1, the reports from these 473

two countries utilize a large number of graphs in- 474

stead of textual descriptions. This observation 475

raises the question of whether we could use mul- 476

timodal LLMs to read PDF files directly instead 477

of relying on extracted text. To explore this, we 478

expand Korean and Chinese annotations for image- 479

based needs to align them with a PDF page and em- 480

ploy GPT-4o to reassess the tasks using an image 481

as input. For RAG, we leveraged E5-V Universal 482

Embeddings (Jiang et al., 2024) to calculate the co- 483

sine similarity between target pages and instances 484

from the training set. We retrieve the two most 485

similar samples for RAG. 486

Additionally, the task can also be formulated in 487

an extractive manner. Instead of only outputting 488

a yes or no, we can also ask models to extract the 489

promise and evidence from the report. We provide 490

additional annotations in the Chinese dataset and 491



Figure 1: An illustration of our strategy. For readability, all reports here are presented in English.

RAG Task
Chinese Korean

Image-Based Text-Based Image-Based Text-Based

w/o

PI 0.530 0.521 0.837 0.849
AE 0.124 0.163 0.812 0.792
CPEP 0.510 0.569 0.922 0.897
TV 0.202 0.317 0.201 0.406

w/

PI 0.580 0.540 0.843 0.807
AE 0.512 0.503 0.845 0.774
CPEP 0.618 0.628 0.893 0.939
TV 0.297 0.469 0.330 0.571

Table 5: Image-based experimental results. Bolded
denotes the best performance in each language.
Underlined denotes performance with RAG better than
that without RAG.

experiment in multimodal settings with and with-492

out RAG. We use F1 and ROUGE-L (Lin, 2004)493

for evaluating classification and extraction. Note494

that ROUGE-L score is used to evaluate extraction495

performance. We also use 200 instances for test496

and the remaining for training.497

6.2 Image-based Experimental Results498

Table 5 presents the performance. First, using GPT-499

4o with image input reduces performance in three500

out of four tasks in the Chinese dataset and in two501

out of four tasks in the Korean dataset. Second,502

RAG improves the performance of most tasks when503

using image input. Third, with RAG, the perfor-504

mance in promise identification and actionable evi-505

dence identification tasks improves with Chinese506

image input, and the performance of actionable ev-507

idence identification improves with Korean image508

input. However, for estimating the clarity of the509

promise-evidence pair and inferring the timing for510

verification, using text input with RAG remains511

superior. In summary, our experimental results sug-512

gest that image input should be used for PI and513

Input RAG Task ROUGE-L

Text
w/o

Promise Extraction 0.012
Evidence Extraction 0.007

w/
Promise Extraction 0.101
Evidence Extraction 0.139

Image
w/o

Promise Extraction 0.190
Evidence Extraction 0.230

w/
Promise Extraction 0.240
Evidence Extraction 0.317

Table 6: Results of promise and evidence extraction.

AE tasks, while text input is preferable for CPEP 514

and TV tasks. Additionally, RAG performs well 515

regardless of input type. 516

Table 6 presents the results. These results indi- 517

cate that the best performance is achieved in the 518

image-based setting with RAG for both promise 519

and evidence extraction. This emphasizes the im- 520

portance of exploring multimodal input for ESG 521

report understanding. 522

7 Conclusion 523

This paper introduces the concept of Promise Ver- 524

ification, a novel task aimed at evaluating the 525

credibility and fulfillment of promises made by 526

corporations. We propose the first multilingual 527

dataset, ML-Promise, to emphasize the importance 528

of assessing corporate environmental and social 529

promises. Our results demonstrate that RAG im- 530

proves performance, while also showing the po- 531

tential of multimodal approaches in promise ver- 532

ification. Our annotations will be released under 533

the CCBY-NC-SA 4.0 license. We hope this work 534

serves as a foundation for the robustness of promise 535

verification systems and contributes to greater ac- 536

countability in corporate and public disclosures. 537



Limitation538

Several limitations warrant discussion. First, al-539

though the ML-Promise dataset includes five lan-540

guages—Chinese, English, French, Japanese, and541

Korean—its scope is still limited to a few coun-542

tries and may not fully capture the diversity of543

corporate promise communication styles globally.544

The dataset focuses on ESG reports from specific545

regions, which may limit the generalizability of546

the findings to other languages and cultural con-547

texts. Future studies can follow our design to ex-548

pand the dataset to include more regions and lan-549

guages, which could enhance the robustness and550

applicability of the proposed methods. In addition,551

a larger dataset would enhance our results. Second,552

although the study uses RAG to improve perfor-553

mance, the results show that this approach does not554

consistently outperform baseline models across all555

languages and tasks. These inconsistencies sug-556

gest that RAG may require further optimization557

or task-specific adjustments, particularly in han-558

dling the nuances of each language and dataset559

structure. We will also address the need for bal-560

anced Boolean labels, particularly in the future561

improvements for imbalanced datasets. Third, we562

recognize the dataset’s scope is limited to well-563

documented promises. Note that less publicized564

or informal commitments are not included in our565

current scope. Expanding the methodology to in-566

corporate evidence from sources beyond collected567

documents would enhance coverage. For the real-568

world challenges, longitudinal verification and di-569

verse contexts should also be taken into acccount.570

These limitations and our findings highlight ar-571

eas for future research, including expanding the572

dataset, refining the RAG approach, enhancing mul-573

timodal learning, and addressing the inherent am-574

biguities in corporate ESG reporting.575
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