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Abstract
Spoken language understanding (SLU) is one001
of the essential parts in smart voice assis-002
tants, which typically includes intent classifi-003
cation (IC) and slot filling (SF) tasks to in-004
terpret user utterances. Deep models jointly005
trained for the two tasks show more promis-006
ing results compared with single-task models.007
However, these models always learn seman-008
tic representations for tokens and utterances009
but ignore their lexical information. Although010
they can generalize better to unseen tokens011
and utterances from low-dimensional dense se-012
mantic features, they also suffer from over-013
generalization when training data is limited.014
On the other hand, sparse lexical features such015
as word ngrams are good to memorize existing016
data correlations but fail for generalization. In017
this paper, we propose an approach leveraging018
lexical and semantic features to jointly learn019
IC and SF. The aim is to combine the benefits020
of memorization and generalization for SLU.021
Evaluating on a couple of domains from a022
large-scale smart voice assistant, results show023
our approach significantly improves IC and SF024
compared with several strong baselines.025

1 Introduction026

Smart voice assistants (SVA) such as Amazon027

Alexa, Google Assistant and Apple Siri are be-028

coming ubiquitous by providing voice-enabled ap-029

plications built by third-party developers to fulfill030

customer requirements. The essential part of SVAs031

is the spoken language understanding (SLU) sys-032

tem, where intent classification (IC) and slot filling033

(SF) are two major tasks to parse utterances into se-034

mantic frames and capture utterance core meanings035

(Tur and De Mori, 2011). Table 1 demonstrates036

how an utterance is assigned with one intent and a037

sequence of slots with In-Out-Begin (IOB) format.038

Traditionally, intent classification is treated as039

a sequence classification problem, and slot filling040

is defined as a sequence tagging problem. Current041

research shows promising results by jointly learn-042

ing the two tasks (Weld et al., 2021; Kim et al.,043

Sentence Pay my electricity bill
Intent PayBillIntent
Slots O O B-BillType O

Table 1: An example utterance with its annotated intent
and semantic slots (IOB format).

2017). Given the advantages of deep neural net- 044

works, convolutional neural networks (CNN) and 045

recurrent neural networks (RNN) have been widely 046

used to construct joint models along with condi- 047

tional random fields (CRF) (Kane et al., 2021; Niu 048

et al., 2019; Kumar and Baghel, 2021). More ad- 049

vanced techniques are utilized to further improve 050

prediction accuracy such as pre-trained language 051

models (Chen et al., 2019), capsule neural networks 052

(Zhang et al., 2018), and attention-based models 053

(Goo et al., 2018; Chen et al., 2021; Wu et al., 054

2021). Some other works focus on solving label 055

sparsity issue in the two tasks from meta learning 056

(Bhathiya and Thayasivam, 2020), transfer learning 057

(Soto and Arkoudas, 2021), and few shot learning 058

(Yu et al., 2021) perspectives. 059

One challenge in SLU, similar to the recommen- 060

dation task (Cheng et al., 2016), is to achieve both 061

memorization and generalization. Memorization 062

can be loosely defined as learning the frequent co- 063

occurrence of features and exploiting their corre- 064

lation, which can be achieved by learning linear 065

relationship over sparse lexical features such as 066

word ngrams. While generalization is based on 067

transitivity of correlation and explores new fea- 068

ture combinations from unseen tokens and utter- 069

ances, which is more topical and semantic. Current 070

models mostly represent tokens and utterances as 071

low-dimensional dense vectors to capture utterance 072

semantics for generalization but ignore utterance 073

lexical information for memorization, which may 074

over-generalize when the training data is limited. 075

For instance, if the model is trained to recognize 076

that both Seattle and San Francisco are labeled as 077

“US City” slot type, it may over-generalize at infer- 078
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ence time and mistakenly recognize Berlin, Cairo079

or Beijing as slot values given that all these cities’080

semantic representations could be similar.081

Previous works (Cheng et al., 2016; Yang et al.,082

2013) notice that combining both lexical and se-083

mantic features can achieve better results than sin-084

gle type features in recommendation and SLU tasks.085

Given that, we propose a joint model combining086

semantic features (extracted from jointly trained en-087

coders) and hand-crafted lexical features for IC and088

SF. The goal is to combine the benefits of mem-089

orization and generalization for reducing model090

errors. Meanwhile, in Table 1, the annotated slot091

“B-BillType” is highly correlated with intent “Pay-092

BillIntent”, indicating that slot information will093

inherently benefit intent classification. Therefore,094

to enhance the connection between IC and SF, we095

merge predicted slots with utterance context to con-096

struct lexical features for intent classification.097

2 Method098

At high level, our proposed model consists of two099

head blocks as shown in Figure 1: an utterance100

intent classification head which is a sequence-level101

softmax layer and a slot filling head which is a102

conditional random field (CRF) layer on top of103

bi-directional LSTM (BiLSTM) and token-level104

softmax layer. The model is trained jointly to mini-105

mize the linear combination of the two task losses.106

2.1 Feature Engineering107

Inspired from the Wide and Deep model (Cheng108

et al., 2016), we combine two types of features for109

intent classification: lexical features for memoriza-110

tion and semantic features for generalization. As111

lexical features are represented as multi-hot embed-112

dings on utterance level, they cannot support the113

sequence tagging problem. Therefore only seman-114

tic features are employed for slot filling.115

2.1.1 Lexical Features116
The lexical features require more feature engineer-117

ing effort. To enhance connections between the118

two tasks, we also use predicted slots to construct119

lexical features for intent classification. In the end,120

there are three types of lexical features: utterance121

length, slot-mixed features and token features.122

Given an utterance u = {w1, w2, ..., wk}, lexi-123

cal features include word unigrams and bigrams.124

Utterance length is treated as a categorical feature.125

Slot-mixed features include predicted slot unigrams126

and slot-mixed bigrams where predicted slots are127

used to replace the original tokens for bigram con-128

struction. Specifically, in training stage, utterance129

Input Utterance

Trained from scratch

Frozen blocks

Pretrained
BPE Emb.

Domain-
specific

BPE Emb.

IC o/p Layer NER o/p Layer + CRF

Gazetteer
Emb.

IC Label

Token Multi-
hot Emb.

Slot-mixed 
Multi-hot Emb.

Utt Length
Multi-hot Emb.

Bi-LSTM

Deep Semantic Features

Wide Lexical Features

Token
Emb.

Bi-LSTM

Wide Lexical Features

DeepSemantic Features

Figure 1: The pipeline of the proposed joint model.
Red lines indicate wide lexical features, and blue lines
indicate deep semantic features.

ground truth slots are used to construct slot-mixed 130

features. While in testing stage, SF predicted slots 131

are used to construct slot-mixed features instead. 132

For example in Table 1, the slot-mixed bigrams 133

will be “pay_my, my_B-BillType, B-BillType_bill”. 134

2.1.2 Semantic Features 135
The Byte-Pair encoding (BPE) subword tokeniza- 136

tion (Sennrich et al., 2015) is applied to split words 137

into subwords (tokens). For semantic features, the 138

concatenation of the Bi-LSTM hidden states of 139

first and last token is regarded as utterance seman- 140

tic representation. To incorporate both general and 141

domain-specific information, we train two BPE em- 142

bedding layers (in Figure 1): the first embedding 143

layer is pre-trained on public Wikipedia data and 144

the second is trained from scratch using domain 145

data. Then we train a separate Bi-LSTM block on 146

top of each BPE embedding layer. 147

2.2 Intent Classification 148

We calculate multi-hot embeddings of lexical fea- 149

tures for model memorization, including utterance 150

length el, unigram/bigram tokens et and slot-mixed 151

unigram/bigram tokens es. We also have dense se- 152

mantic features for model generalization, including 153

pre-trained BPE encoder output hp and domain- 154

specific BPE encoder output hd. Similar to (Cheng 155

et al., 2016), we concatenate both types of features 156

together and pass it to a non-linear layer to predict 157

intent I with the largest probability score. 158

hI = [el; et; es;hp;hd]

I = argmax
I

softmax(WhI + b) (1) 159

160
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2.3 Slot Filling161
Besides the two shared BPE components (in Fig-162

ure 1) capturing token’s sequential semantics, we163

involve two augmented features including token164

embeddings and gazetteer embeddings to capture165

token’s individual semantics. Different from token166

multi-hot embeddings used for intent classification,167

we hereby use dense vectors for token embeddings.168

Gazetteer features are mappings from tokens to169

named entities through our pre-owned gazetteer170

dictionary, e.g., “The Beatles” would be mapped to171

“ArtistName”. It is a preprocessing step to generate172

an extra slot signal for each token. Gazetteer fea-173

tures are excluded in intent classification as they174

contain duplicated information with slot-mixed fea-175

tures. In the end, each token is associated with a176

gazetteer embedding as well.177

The ith word wi in utterance u may contain mul-178

tiple BPE tokens, the last token is empirically used179

to represent the word itself. We first concatenate its180

token embedding eiw, ith step pre-trained BPE’ BiL-181

STM encoder output hip, ith step domain-specific182

BPE’s BiLSTM encoder output hid and gazetteer183

embedding eig to pass to a softmax layer. A CRF184

layer is finally employed on all step outputs to pre-185

dict the slot sequence S = {s1, ..., sk}.186
hiS = softmax([eiw;h

i
p;h

i
d; e

i
g])

S = CRF(h1S , ..., h
k
S)

(2)187

188 2.4 Model Training189
Our proposed model is trained by jointly minimiz-190

ing the two task losses. Intent classification loss191

LI is cross entropy loss with L1 and L2 regular-192

ization on weight matrix W . C is the number of193

intents, yi is the ground truth score and ŷi is the pre-194

dicted score for the ith intent. Slot filling loss LS is195

standard CRF loss aiming to find the slot sequence196

S with the highest score. The score(·) function197

measures the slot sequence likelihood given utter-198

ance tokens. log(
∑

S̃
escore(u,S̃)) is the sum over all199

possible slot sequences S̃. The final loss L is the200

weighted sum of LI and LS .201

LI = −
C∑
i=1

yilog(ŷi) + β1||W ||1F + β2||W ||2F

LS = −score(u, S) + log(
∑
S̃

escore(u,S̃))

L = LI + αLS
(3)202

In training stage, two tasks are learned jointly.203

In inference stage, SF prediction is first retrieved204

to construct slot-mixed features for IC prediction.205

3 Experiments 206

3.1 Data 207
The data is collected from 5 domains (third-party 208

applications) of Amazon Alexa: Talking Tom, 209

Trivia Battle, CL Vocab Game, WikiHow and Plex. 210

Detailed data statistics are reported in Table 2. Both 211

training and development sets consist of synthetic 212

utterances provided by skill developers. The testing 213

set consists of manually-annotated real utterances. 214

Dataset Training Development Testing Intents Slot Types

Talking Tom 10,000 1,000 788 4 2
Trivia Battle 7,542 1,000 2,070 9 8

CL Vocab Game 7,542 1,000 1,863 9 4
WikiHow 10,000 1,000 541 7 3

Plex 10,000 1,000 1,784 19 9

Table 2: Dataset Statistics.

3.2 Settings 215
We use four different metrics: SemER (Semantic 216

Error Rate), SER (Slot Error Rate), IRER (Interpre- 217

tation Recognition Error Rate), and ICER (Intent 218

Classification Error Rate) (Su et al., 2018). SemER 219

combines IC and SF errors into a single score. It 220

computes a modified edit distance that takes into 221

account the number of substitutions (S), incorrect 222

predictions (I), and deletions (D) in intent and slot 223

prediction. For a sequence of L tokens, SemER is 224

defined as (S + I + D) / (L + 1). SER is similar to 225

SemER but only measures slot accuracy. IRER is 226

the fraction of utterances not correctly recognized 227

on both intents and slots. ICER is the the fraction 228

of utterances not correctly recognized on intents. 229

Our proposed model is compared with three 230

baseline models: 1) Linear-CRF model currently 231

serves as Alexa production model which contains 232

a generalized linear model for intent classification 233

and a conventional CRF model for slot filling. 2) 234

Wide-BiLSTM-CRF model uses only lexical fea- 235

tures for intent classification. It uses the same struc- 236

ture as our proposed model for slot filling. 3) Deep- 237

BiLSTM-CRF model uses only semantic features 238

for intent classification. It uses the same structure 239

as our proposed model for slot filling. The intention 240

to choose these three baselines is that first we want 241

to compare our proposed model with production 242

model, second we want to explore the effectiveness 243

of wide and deep components. 244

3.3 Model Comparison 245
Table 3 reports the relative improvements of base- 246

lines and our models compared with the production 247

Linear-CRF model. The three DNN based mod- 248

els all outperform Linear-CRF on all evaluation 249

metrics, reflecting the advantages of deep models. 250
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Wide-BiLSTM-CRF beats Deep-BiLSTM-CRF on251

all metrics. As their slot filling component are with252

same structure, SER is relatively similar. Higher253

ICER means designed lexical features are more254

powerful than semantic features for intent classifi-255

cation. By combining lexical and semantic features,256

our model achieves the best results. It means that257

the two types of features complement with each258

other and combining them can reduce errors.

Model ∆% SemER SER IRER ICER

Wide-BiLSTM-CRF 5.50 2.03 4.77 5.33
Deep-BiLSTM-CRF 4.74 1.97 3.94 4.27

Our Model 7.78 2.04 6.39 7.41

Table 3: Model comparison results. Relative improve-
ment values are computed with respect to the Linear-
CRF baseline model.

259
3.4 Feature Effectiveness Validation260

To validate the effectiveness of each input feature,261

we conduct experiments to remove each type of262

features from the proposed full model and keep the263

rest components fixed. The relative performance re-264

sults are summarized in Table 4. “–” sign means the265

corresponding features are removed from inputs.266

For example, “–BPE” means two BPE semantic267

features are removed for IC and SF prediction. All268

features have positive impact on the two tasks as269

removing each of them will downgrade model per-270

formance. BPE is the most important one among271

all features. Removing it will hugely hurt model272

slot prediction capability, which in return will also273

affect intent classification performance as BPE and274

predicted slots are both used for intent classifica-275

tion. Token features are important because they276

include lexical features and token embeddings for277

both tasks. Slot-mixed features also have signifi-278

cant impact, indicating the usefulness to directly279

import predicted slots for intent classification.

Model ∆% SemER SER IRER ICER

–BPE -8.21 -9.83 -7.63 -3.37
–Token -2.74 -1.05 -2.60 -1.27

–Utt Length -1.09 -0.04 -0.98 -0.76
–Gazetteer -2.17 -1.37 -2.05 -0.49

–Slot-mixed -1.65 -0.04 -1.63 -1.42

Table 4: Relative improvement comparison results if
we remove each type of input features from full model.

280
3.5 Hyper Parameter Tuning281

We report the tuning results of four hyper-282

parameters: L1 and L2 regularization, batch size283

and number of epochs. The visualization results284

in Figure 2 help us determine the default settings:285
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(b) L2 Regularization
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(c) Batch Size
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(d) Epoch Number

Figure 2: Parameter tuning results. Reported values are
relative SemER scores compared with default settings.

L1 regularization is 1e-3, L2 regularization is 10, 286

batch size is 64 and number of epochs is 10. 287

Figure 2 shows relative SemER scores compared 288

with default settings. Selecting appropriate L1 and 289

L2 regularization values both have significant im- 290

pact on model performance. Large batch sizes will 291

degrade model performance. As the parameters are 292

updated based on average gradients in each batch, 293

gradients might be blurred if averaged by large 294

batch size. But small batch size will slow down the 295

training speed, which is a trade-off for batch size 296

selection. We also observe that model validation 297

results stay unchanged after 10 epochs, meaning 298

that training more epochs is not necessary as the 299

best model has already been achieved. 300

4 Conclusion 301

In this paper, we presented a wide and deep multi- 302

task model to address the disadvantages of the 303

widely adopted deep learning architecture for most 304

SLU systems. Although it is jointly trained to per- 305

form intent classification and slot filling, it com- 306

bines semantic and lexical features for IC but only 307

uses semantic features for SF. The experimental 308

results on five domains of a commercial voice assis- 309

tant, Amazon Alexa, have shown that the combined 310

features have significantly improved the quality of 311

IC but with minor improvement to the SF quality. 312

Eventually, the wide and deep model reported aver- 313

age relative improvement on SEMER and IRER by 314

7.78% and 6.39%, respectively. In the future work, 315

we will study the impact of combining semantic 316

and lexical features on the slot filling task as well. 317
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