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Abstract
The overall goal of academic data mining is to increase the under-
standing of development, nature, and trends in science. Academic
data mining has the potential to extract enormous scientific, tech-
nical, and educational value. The organizers of KDD Cup 2024
published the Open Academic Graph (OAG) Benchmark for Aca-
demic Graph Mining, and within it, the OAG-academic question
answering (AQA) competition focused on paper retrieval. In this
paper, we present a solution that achieved 6th place as DOCOMO-
LABS in the public leaderboard in the OAG-AQA competition. This
solution proposes a two-stage prediction model. In stage 1, we use
query augmentation and contrastive learning to create candidates
for paper retrieval. In stage 2, the encoder-based language model
is used as a re-ranker to train binary classification and eventually
ensembling the predictions of several models.

CCS Concepts
• Information systems → Digital libraries and archives; Data
mining.

Keywords
KDD Cup, academic knowledge graph; benchmark; academic graph
mining
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1 Introduction
The volume of published research papers has increased dramatically,
and effective data mining from this vast amount of literature holds
significant value. For researchers and engineers, gaining specialized
knowledge in their respective fields is crucial. However, manually
searching for and identifying relevant papers can be a daunting
task. Thus, having a system that retrieves the most pertinent pa-
pers in response to specific queries would be highly beneficial. To
address this need, the organizers of KDD Cup 2024 proposed a
task referred to as academic question answering (AQA) [10]. This
task involves using a dataset constructed from the Open Academic
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Stage 2. Reranking
・Binary classification

Prediction 
top-20

paper corpus
466,387

Stage 1. Retrieve top-100
・Query augmentation by HyDE
・Contrastive learning(SimCSE)

Figure 1: Two-stage architecture includingHyDE and SimCSE.
In stage 1, 100 candidates are obtained through vector search
from a 466,387 paper corpus. In stage 2, the 100 candidates
are re-ranked and the top-20 candidates are selected as the
final prediction.

Graph (OAG) dataset [7] to input questions and output a set of
the most relevant paper candidates. In this paper, we introduce a
method that achieved 6th place on the public leaderboard for this
task. The core approach involves employing a two-stage model
that combines a retriever and a re-ranking mechanism. In stage 1, a
retrieval model is trained using contrastive learning along with aug-
mented sentences generated using large language models (LLMs)
as is performed in Hypothetical Document Embeddings (HyDE) [2].
Then, the candidate items are obtained using the trained model. In
stage 2, the obtained candidates are re-ranked with respect to the
probability scores ensembled using several different models.

2 Related Work
2.1 Question and Answer Retrieval
2.1.1 Classical vs. Neural Retrieval Methods. Traditional retrieval
methods such as BM25 [6] have long been used for information
retrieval tasks. These methods rely on term frequency and doc-
ument frequency to score and rank documents. However, recent
advances in machine learning have introduced neural dense re-
trieval methods, which have shown significant improvements in
performance.

Neural retrieval typically employs contrastive learning for train-
ing. This involves learning to differentiate between relevant and
non-relevant document pairs, thus improving the model’s ability to
retrieve pertinent information. We adopt neural retrieval models,
specifically SimCSE [3], thanks to its promising performance.

2.1.2 Retrieval with Large Language Models. In the context of re-
trieval with LLMs, retrieval-augmented generation (RAG) is one

1

https://doi.org/10.1145/nnnnnnn.nnnnnnn
https://doi.org/10.1145/nnnnnnn.nnnnnnn
https://doi.org/10.1145/nnnnnnn.nnnnnnn


117

118

119

120

121

122

123

124

125

126

127

128

129

130

131

132

133

134

135

136

137

138

139

140

141

142

143

144

145

146

147

148

149

150

151

152

153

154

155

156

157

158

159

160

161

162

163

164

165

166

167

168

169

170

171

172

173

174

KDDCUP ’24, August 25–29, 2024, Barcelona, Spain Suzuki, et al.

175

176

177

178

179

180

181

182

183

184

185

186

187

188

189

190

191

192

193

194

195

196

197

198

199

200

201

202

203

204

205

206

207

208

209

210

211

212

213

214

215

216

217

218

219

220

221

222

223

224

225

226

227

228

229

230

231

232

field that is actively studied in the natural language processing
community. In RAG, to increase the performance of retrieval, ap-
proaches like HyDE [2] have been widely accepted. HyDE involves
generating hypothetical answers using LLMs and leveraging these
generated outputs to perform the retrieval task. This method en-
hances the ability to find relevant documents by utilizing the gen-
erative capabilities of LLMs. By incorporating the idea of HyDE, e
attempt to mitigate the difference of text styles between input query
and answer candidates, and improve the retrieval performance.

2.2 Two-Stage Approach in Ranking Problems
In ranking problems such as recommender systems, a common and
effective strategy is to use a two-stage approach [1]. In the first
stage, a retrieval model is employed to perform a broad search,
identifying a preliminary set of relevant documents. Following this,
a re-ranking model is used to refine the rankings and improve
precision.

Retrieval models are proficient at conducting an initial coarse
search, but their performance can be further enhanced by employ-
ing a re-ranking step. This subsequent re-ranking step evaluates the
initially retrieved documents in more detail, leading to improved
accuracy and relevance in the final results. Consequently, we can
further enhance ranking performance of retrieval models.

3 Methodology
3.1 Task Formulation
The OAG-AQA task is to develop a model that retrieves the most
relevant papers to answer questions in a variety of fields. In the
AQA competition, a set of specialized questions and a corpus of
papers in a variety of fields are given, and the papers that best
match each specialized question must be found. In the OAG-AQA
competition, the paper corpus and the question and answer pairs
for test evaluation are released at the end of the competition. We
refer to the periods before the final test release as phase 1, and the
periods after the test data release as phase 2.

3.2 Method Overview
Here, we describe the proposed solution method. The solution is
outlined as a two-stage prediction using LLMs and contrast learn-
ing. Figure 1 is a schematic diagram of the solution. Stage 1 is
a vector search that extracts text candidates from the paper cor-
pus. that correspond to the input query. This stage comprises two
components.

• In the vector search, fine tuning of the embedding model
is performed using contrastive learning, i.e., SimCSE [3].
Supervised SimCSE is performed with queries, which rep-
resent questions in the training data, and passages, which
correspond to answers to those queries, as positive example
pairs. Contrastive learning acquires an embedding model
that takes into account the relational context of the ques-
tion and answer. Figure 2 shows an overview of fine tuning
with SimCSE.

• The answer to the query is generated using the LLM in a
zero shot manner and the generated result is added to the
query. This is referred to as HyDE [2], which is known as

Train Query Train Passage

Contrastive Learning(SimCSE)

Candidates top-100

Embedding model

Vector Search

Test Query Test PassageEmbedding model

Trained weight Nearest neighbor

Fine tuning 

Figure 2: Fine tuning of the embedding model using SimCSE.
The embedding model is trained using question and answer
positive pairs in the training dataset.

a method to improve the search accuracy in RAG. HyDE
alleviates one of the search challenges, i.e., the low search
accuracy issue caused by differences in query and passage
formats. Figure 3 shows an overview of HyDE.

In stage 2, the encoder-based language model performs binary
classification and re-ranks candidates using predicted probability
values. The final score is obtained by ensembling the three predic-
tions. Figure 4 is a schematic of the ensembles.

3.3 Implementation Details
Please refer to our code1 for more details. Here, we present a brief
explanation of the implementation points.

In stage 1, we first perform two preprocessing methods for both
queries and passages: the head tail method and prefix addition.
In the head -tail method, since both query and passage may have
important information at the beginning and end, only the first
and last words are used for text where the word count exceeds
the threshold (512 words). In prefix addition, prefixes indicating
query, passage, and LLM generation are added to each text data.
This provides a marker for the embedding model and each text.
These preprocessing steps improve the public leaderboard score by
a small amount.We process HyDE with two different prompts to
enhance the query information:.

We input the preprocessed specialized questions into the LLM,
which generates answers and summaries to the specialized ques-
tions. The prompt to the LLM instructs the LLM to output not only
the answer and summary for the question, but also technical key-
words, so that the technical terms of the paper can be easily found
during later retrieval. We use "mlabonne/Marcoro14-7B-slerp" 2 for
the LLM. This LLM was generated using "Model merge" [8], [9],
and is adopted because it achieves high performance on the Open
LLM Leaderboard 3.

In SimCSE fine tuning, the embedding model is trained using
positive examples. The leaderboard score was worse when adding
hard negatives, hence we did not use any hard negatives. Finally,
1https://github.com/NTT-DOCOMO-RD/kddcup2024-oag-challenge-ind-7th-aqa-
7th-solution-nttdocomolabs/tree/main/AQA)
2https://huggingface.co/mlabonne/Marcoro14-7B-slerp
3https://huggingface.co/spaces/open-llm-leaderboard/open_llm_leaderboard

2

https://github.com/NTT-DOCOMO-RD/kddcup2024-oag-challenge-ind-7th-aqa-7th-solution-nttdocomolabs/tree/main/AQA
https://github.com/NTT-DOCOMO-RD/kddcup2024-oag-challenge-ind-7th-aqa-7th-solution-nttdocomolabs/tree/main/AQA
https://huggingface.co/mlabonne/Marcoro14-7B-slerp
https://huggingface.co/spaces/open-llm-leaderboard/open_llm_leaderboard


233

234

235

236

237

238

239

240

241

242

243

244

245

246

247

248

249

250

251

252

253

254

255

256

257

258

259

260

261

262

263

264

265

266

267

268

269

270

271

272

273

274

275

276

277

278

279

280

281

282

283

284

285

286

287

288

289

290

Two-Stage Ranking Using HyDE and SimCSE for Paper Retrieval KDDCUP ’24, August 25–29, 2024, Barcelona, Spain

291

292

293

294

295

296

297

298

299

300

301

302

303

304

305

306

307

308

309

310

311

312

313

314

315

316

317

318

319

320

321

322

323

324

325

326

327

328

329

330

331

332

333

334

335

336

337

338

339

340

341

342

343

344

345

346

347

348

questions

questions Summarize for quesions
(LLM output)+ Embedding model paper corpus

Candidate top-k

Answer for quesions
(LLM output)+

questions

Query Passage

1. Prompt of LLM answer for question 

### Instruction
You are a researcher with expertise in cutting-edge technology.
You are able to answer highly technical questions about technology in a 
straightforward and clear manner.
Please answer technical questions posted on the Internet according to the 
following constraints.
Also include any technical keywords that are relevant to this question.

### Constraints
Please limit your summary to 150 words or less.
Do not include URLs or links in your summary.

### Technical Question
{question}

### Output

2. Prompt of LLM summarize for question

### Instruction
You are an expert in summarizing technical questions posted on the Internet in an 
easy-to-understand manner.
Please summarize the technical question according to the following constraints.
Please also include any technical keywords relevant to this question.

### Constraints
Please limit your summary to 150 words or less.
Do not include URLs or links in your summary.

### Technical Question
{question}

### Output

LLM LLM

Figure 3: Query augmentation using HyDE. Two LLM-generated output texts are added to the query. These texts include the
answer and summary of the query.

based on the above, we search for papers with high cosine-similarity
to the query and select the top 100 candidates. For the embedding
model, we use "gte-small" [5].

For stage 2 training, supervised candidate data are labeled with
positive and negative examples for each query, and a passage pair is
generated using the training data.Here, in creating candidate data
for training, supervised candidate data are generated through cross-
validation. In the training dataset, we include the paper corpus and
the training data in the passage, so the number of positive examples
in the supervised candidate data can be increased. On the other
hand, when generating inference candidate data, only the paper
corpus is used in the passage.

Notably, we use a corpus comprising only 68,673 papers of the
differential update between phase 1 and phase 2 for the paper corpus
used for the passage in generating the inference candidate data.
Since there is a 395,812 paper corpus in phase 1 and a 466,387 paper
corpus in phase 2, the 70,575 paper corpus of differential updates
between phase 1 and phase 2 is only approximately 15% of the
phase 2 paper corpus. However, this data selection is performed to
contribute to the improvement of the public leaderboard ranking.
In practical applications, however, reducing the corpus of paper
should be avoided, as it may prevent the proper retrieval of papers.
In stage 2, the input information to the encoder is the combined
text of query and passage. Query and passage are combined after
limiting them to the same number of words per query and passage,
so that each amount of information from the query and passage

can be fed into the encoder. The encoder model is "deberta-v3-
large" [4]. Because it takes a long time for the encoder model to train
using 100 candidates, the encoder is trained after downsampling the
negative items. In this process, negative items are reduced at ratios
of 1/25, 1/33, or 1/100. Inference is performed using the trained
model with these three models trained with different amounts of
negative samples, and the final prediction result is obtained by
ensemble of the three prediction probabilities by simple arithmetic
mean.

4 Evaluation
4.1 Experimental Setup
4.1.1 Dataset. The OAG-AQA competition dataset is generated
by retrieving question submissions from the StackExchange and
Zhihu websites, extracting the URLs of the papers mentioned in
the answers, and matching them to the papers in the OAG. [7]
The paper corpus contains 466,387 records, with paper id, paper
title, and paper abstract. There are 8,757 records as training data,
with the paper id as the technical question and correct answer data.
There are 3,000 records for the test split that contain only technical
questions.

4.1.2 Metrics. The OAG-AQA evaluation metric uses MAP@k, a
metric based on mean average precision. It is an index that counts
the mean average precision against the top-k candidates. In this
case, k is set to 20, and the final score is calculated using MAP@20.

3
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Figure 4: Ensemble of three re-ranker predictions. The three
predictions are output from the three models trained with
different negative downsampling rates.

4.2 Results and Discussion
The public leaderboard scores for each solution method are given
in Table 1. The results are evaluated online using MAP@20 on the
public leaderboard. Here, we describe the experimental results for
each of the methods given in Table 1. First, we perform a vector
search of 20 candidates using the embedding model as a baseline for
stage 1. We obtain a score of 0.120 for this baseline. We then boost
the score to 0.132 and 0.133 by adding contrastive learning and
HyDE to the baseline, respectively. Then, in stage 2, the score is re-
ranked so that the papers which are correct among the candidates
should be ranked higher, resulting in a score of 0.173. The number of
candidates is increased to 50 and 100 so that more positive candidate
items are included, and the score is increased to 0.175, and 0.183,
respectively. Finally, by simply averaging the three predictions
generated using the trainingmodel with different negative sampling
ratios, we obtain 0.186 on the leaderboard, which achieved 6th place.

4.3 Future work
In the future, wewill explore different ways to improve our proposal.
For example, in stage 1, an embedding model with a parameter size
of a few million orders is used, but it could be improved by using
LLM with a few billion parameter size. Also, the LLM used in HyDE
is a 7 billion model, but performance could be improved by using
larger models such as 13 billion, 70 billion, or more. Additionally,
the prompts used in HyDE could be improved by adding more
prompt engineering experiments. In stage 2, it may be effective to
increase the number of candidate types, e.g., graph-based candidate
creation and rule-based keyword searches. Table 1 also shows that
the public leaderboard score improves as the number of candidates
becomes larger, so there is room to improve the public leaderboard
score by further increasing the number of candidates. Nevertheless,
we need to choose carefully the top-k value considering the trade-
off between performance and computational cost. Also, Table 1
shows that the leaderbord scores vary widely depending on the
downsampling rate. Thus, there might be an optimal downsampling
rate.

Table 1: Results of methods in leaderboard

Solution LB score
Vector search (gte-small) 0.1205
Vector search with SimCSE 0.1326
Vector search with HyDE 0.1335
Vector search with SimCSE & HyDE 0.1502
Re-ranking top 20 0.1739
Re-ranking top 50 0.1754
Re-ranking top 100 0.1830
Ensemble (simple average) 0.1860

5 Conclusion
In this paper, we introduced a two-stage model for the OAG-AQA
competition that employs HyDE and contrastive learning. In stage
1, we performed query augmentation using HyDE. Subsequently,
candidates were generated using an embedding model employing
SimCSE. In stage 2, re-ranking was performed using the encoder
model. As a result, the model won 6th place on the public leader-
board in the OAG-AQA competition.
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