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ABSTRACT

We propose a context-adaptive entropy model for use in end-to-end optimized
image compression. Our model exploits two types of contexts, bit-consuming
contexts and bit-free contexts, distinguished based upon whether additional bit
allocation is required. Based on these contexts, we allow the model to more
accurately estimate the distribution of each latent representation with a more
generalized form of the approximation models, which accordingly leads to an
enhanced compression performance. Based on the experimental results, the
proposed method outperforms the traditional image codecs, such as BPG and
JPEG2000, as well as other previous artificial-neural-network (ANN) based ap-
proaches, in terms of the peak signal-to-noise ratio (PSNR) and multi-scale
structural similarity (MS-SSIM) index. The test code is publicly available at
https://github.com/JooyoungLeeETRI/CA_Entropy_Model.

1 INTRODUCTION

Recently, artificial neural networks (ANNs) have been applied in various areas and have achieved
a number of breakthroughs resulting from their superior optimization and representation learning
performance. In particular, for various problems that are sufficiently straightforward that they can be
solved within a short period of time by hand, a number of ANN-based studies have been conducted
and significant progress has been made. With regard to image compression, however, relatively slow
progress has been made owing to its complicated target problems. A number of works, focusing on
the quality enhancement of reconstructed images, were proposed. For instance, certain approaches
(Dong et al., 2015; Svoboda et al., 2016; Zhang et al., 2017) have been proposed to reduce artifacts
caused by image compression, relying on the superior image restoration capability of an ANN.
Although it is indisputable that artifact reduction is one of the most promising areas exploiting the
advantages of ANNs, such approaches can be viewed as a type of post-processing, rather than image
compression itself.

Regarding ANN-based image compression, the previous methods can be divided into two types.
First, as a consequence of the recent success of generative models, some image compression ap-
proaches targeting the superior perceptual quality (Agustsson et al., 2018; Santurkar et al., 2018;
Rippel & Bourdev, 2017) have been proposed. The basic idea here is that learning the distribution
of natural images enables a very high compression level without severe perceptual loss by allowing
the generation of image components, such as textures, which do not highly affect the structure or the
perceptual quality of the reconstructed images. Although the generated images are very realistic, the
acceptability of the machine-created image components eventually becomes somewhat application-
dependent. Meanwhile, a few end-to-end optimized ANN-based approaches (Toderici et al., 2017;
Johnston et al., 2018; Ballé et al., 2017; Theis et al., 2017; Ballé et al., 2018), without generative
models, have been proposed. In these approaches, unlike traditional codecs comprising separate
tools, such as prediction, transform, and quantization, a comprehensive solution covering all func-
tions has been sought after using end-to-end optimization. Toderici et al. (2017)’s approach exploits
a small number of latent binary representations to contain the compressed information in every step,
and each step increasingly stacks the additional latent representations to achieve a progressive im-
provement in quality of the reconstructed images. Johnston et al. (2018) improved the compression
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